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Preface

With the rapid advancements of mobile Internet, cloud computing, and big data,
device-centric traditional Internet of Things (IoT) is now moving into a new era which
has been termed Internet of Things Services (IOTS). In this era, sensors and other types
of sensing devices, wired and wireless networks, platforms and tools, data
processing/visualization/analysis and integration engines, and other components of
traditional IoT are interconnected through innovative services to realize the value of
connected things, people, and virtual Internet spaces. The way of building new IoT
applications is changing. We indeed need creative thinking, long-term visions, and
innovative methodologies to respond to such a change. The ICIOT 2020 conference is
organized to continue to promote research and application innovations around the
world.

ICIOT 2020 is a member of the Services Conference Federation (SCF). SCF 2020
had the following 10 collocated service-oriented sister conferences: the International
Conference on Web Services (ICWS 2020), the International Conference on Cloud
Computing (CLOUD 2020), the International Conference on Services Computing
(SCC 2020), the International Conference on Big Data (BigData 2020), the Interna-
tional Conference on AI & Mobile Services (AIMS 2020), the World Congress on
Services (SERVICES 2020), the International Conference on Internet of Things
(ICIOT 2020), the International Conference on Cognitive Computing (ICCC 2020), the
International Conference on Edge Computing (EDGE 2020), and the International
Conference on Blockchain (ICBC 2020). As the founding member of SCF, the First
International Conference on Web Services (ICWS 2003) was held in June 2003 in Las
Vegas, USA. Meanwhile, the First International Conference on Web Services - Europe
2003 (ICWS-Europe 2003) was held in Germany in October 2003. ICWS-Europe 2003
was an extended event of ICWS 2003, and held in Europe. In 2004, ICWS-Europe was
changed to the European Conference on Web Services (ECOWS), which was held in
Erfurt, Germany.

This volume presents the accepted papers for the International Conference on
Internet of Things (ICIOT 2020), held virtually during September 18–20, 2020. Form
the ICIOT 2020 conference, we accepted 12 papers for these proceedings. Each was
reviewed and selected by at least three independent members of the ICIOT 2020
International Program Committee.

We are pleased to thank the authors whose submissions and participation made this
conference possible. We also want to express our thanks to the Organizing Committee
and Program Committee members for their dedication in helping to organize the



conference and reviewing the submissions. We thank all volunteers, authors, and
conference participants for their great contributions to the fast-growing worldwide
services innovations community.

July 2020 Wei Song
Kisung Lee

Zhisheng Yan
Liang-Jie Zhang

vi Preface
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Conference Sponsor – Services Society

Services Society (S2) is a nonprofit professional organization that has been created to
promote worldwide research and technical collaboration in services innovation among
academia and industrial professionals. Its members are volunteers from industry and
academia with common interests. S2 is registered in the USA as a “501(c)
organization,” which means that it is an American tax-exempt nonprofit organization.
S2 collaborates with other professional organizations to sponsor or co-sponsor
conferences and to promote an effective services curriculum in colleges and
universities. The S2 initiates and promotes a “Services University” program worldwide
to bridge the gap between industrial needs and university instruction.

The services sector accounted for 79.5% of USA’s GDP in 2016. The world’s most
service-oriented economy, with services sectors accounting for more than 90% of
GDP. S2 has formed 10 Special Interest Groups (SIGs) to support technology and
domain specific professional activities:

• Special Interest Group on Web Services (SIG-WS)
• Special Interest Group on Services Computing (SIG-SC)
• Special Interest Group on Services Industry (SIG-SI)
• Special Interest Group on Big Data (SIG-BD)
• Special Interest Group on Cloud Computing (SIG-CLOUD)
• Special Interest Group on Artificial Intelligence (SIG-AI)
• Special Interest Group on Edge Computing (SIG-EC)
• Special Interest Group on Cognitive Computing (SIG-CC)
• Special Interest Group on Blockchain (SIG-BC)
• Special Interest Group on Internet of Things (SIG-IOT)



About the Services Conference Federation (SCF)

As the founding member of the Services Conference Federation (SCF), the First
International Conference on Web Services (ICWS 2003) was held in June 2003 in Las
Vegas, USA. Meanwhile, the First International Conference on Web Services - Europe
2003 (ICWS-Europe 2003) was held in Germany in October 2003. ICWS-Europe 2003
was an extended event of ICWS 2003, and held in Europe. In 2004, ICWS-Europe was
changed to the European Conference on Web Services (ECOWS), which was held in
Erfurt, Germany. SCF 2019 was held successfully in San Diego, USA. To celebrate its
18th birthday, SCF 2020 was held virtually during September 18–20, 2020.

In the past 17 years, the ICWS community has been expanded from Web
engineering innovations to scientific research for the whole services industry. The
service delivery platforms have been expanded to mobile platforms, Internet of Things
(IoT), cloud computing, and edge computing. The services ecosystem is gradually
enabled, value added, and intelligence embedded through enabling technologies such
as big data, artificial intelligence (AI), and cognitive computing. In the coming years,
all the transactions with multiple parties involved will be transformed to blockchain.

Based on the technology trends and best practices in the field, SCF will continue
serving as the conference umbrella’s code name for all service-related conferences.
SCF 2020 defines the future of New ABCDE (AI, Blockchain, Cloud, big Data,
Everything is connected), which enable IOT and enter the 5G for Services Era. SCF
2020’s 10 collocated theme topic conferences all center around “services,” while each
focusing on exploring different themes (web-based services, cloud-based services, big
data-based services, services innovation lifecycle, AI-driven ubiquitous services,
blockchain driven trust service-ecosystems, industry-specific services and applications,
and emerging service-oriented technologies). SCF includes 10 service-oriented
conferences: ICWS, CLOUD, SCC, BigData Congress, AIMS, SERVICES, ICIOT,
EDGE, ICCC, and ICBC. The SCF 2020 members are listed as follows:

[1] The International Conference on Web Services (ICWS 2020, http://icws.org/) is
the flagship theme-topic conference for Web-based services, featuring Web ser-
vices modeling, development, publishing, discovery, composition, testing, adap-
tation, delivery, as well as the latest API standards.

[2] The International Conference on Cloud Computing (CLOUD 2020, http://
thecloudcomputing.org/) is the flagship theme-topic conference for modeling,
developing, publishing, monitoring, managing, delivering XaaS (Everything as a
Service) in the context of various types of cloud environments.

[3] The International Conference on Big Data (BigData 2020, http://bigdatacongress.
org/) is the emerging theme-topic conference for the scientific and engineering
innovations of big data.

[4] The International Conference on Services Computing (SCC 2020, http://thescc.org/)
is the flagship theme-topic conference for services innovation lifecycle that includes
enterprise modeling, business consulting, solution creation, services orchestration,

http://icws.org/
http://thecloudcomputing.org/
http://thecloudcomputing.org/
http://bigdatacongress.org/
http://bigdatacongress.org/
http://thescc.org/


services optimization, services management, services marketing, and business
process integration and management.

[5] The International Conference on AI & Mobile Services (AIMS 2020, http://ai1000.
org/) is the emerging theme-topic conference for the science and technology of AI,
and the development, publication, discovery, orchestration, invocation, testing,
delivery, and certification of AI-enabled services and mobile applications.

[6] The World Congress on Services (SERVICES 2020, http://servicescongress.org/)
focuses on emerging service-oriented technologies and the industry-specific ser-
vices and solutions.

[7] The International Conference on Cognitive Computing (ICCC 2020, http://
thecognitivecomputing.org/) focuses on the Sensing Intelligence (SI) as a Service
(SIaaS) which makes systems listen, speak, see, smell, taste, understand, interact,
and walk in the context of scientific research and engineering solutions.

[8] The International Conference on Internet of Things (ICIOT 2020, http://iciot.org/)
focuses on the creation of Internet of Things (IoT) technologies and development
of IoT services.

[9] The International Conference on Edge Computing (EDGE 2020, http://
theedgecomputing.org/) focuses on the state of the art and practice of edge
computing including but not limited to localized resource sharing, connections
with the cloud, and 5G devices and applications.

[10] The International Conference on Blockchain (ICBC 2020, http://blockchain1000.
org/) concentrates on blockchain-based services and enabling technologies.

Some highlights of SCF 2020 are shown below:

– Bigger Platform: The 10 collocated conferences (SCF 2020) are sponsored by the
Services Society (S2) which is the world-leading nonprofit organization (501 c(3))
dedicated to serving more than 30,000 worldwide services computing researchers
and practitioners. Bigger platform means bigger opportunities to all volunteers,
authors and participants. Meanwhile, Springer sponsors the Best Paper Awards and
other professional activities. All the 10 conference proceedings of SCF 2020 have
been published by Springer and indexed in ISI Conference Proceedings Citation
Index (included in Web of Science), Engineering Index EI (Compendex and Inspec
databases), DBLP, Google Scholar, IO-Port, MathSciNet, Scopus, and ZBlMath.

– Brighter Future: While celebrating the 2020 version of ICWS, SCF 2020 high-
lights the Third International Conference on Blockchain (ICBC 2020) to build the
fundamental infrastructure for enabling secure and trusted service ecosystems. It
will also lead our community members to create their own brighter future.

– Better Model: SCF 2020 continues to leverage the invented Conference Block-
chain Model (CBM) to innovate the organizing practices for all the 10 theme
conferences.

xii About the Services Conference Federation (SCF)
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Image Privacy Protection by Particle
Swarm Optimization Based Pivot Pixel

Modification

Jishen Yang1, Yan Huang2(B), Junjie Pang3, Zhenzhen Xie4, and Wei Li1

1 Department of Computer Science, Georgia State University, Atlanta 30303, USA
2 Department of Software Engineering and Game Development, Kennesaw State

University, Atlanta 30144, USA
yhuang24@kennesaw.edu

3 College of Computer Science and Technology, Qingdao University,
Qingdao 266000, China

4 College of Computer Science and Technology, Jilin University,
Changchun 130012, China

Abstract. The image classification models based on neural networks
recently have outperformed most of the traditional models, and rapidly
been developed and implemented by industry because of the capability of
qualifying various computer vision tasks. Hence, the exposure of users’
image data to unauthorized powerful models causes more information
leak in a shorter time. Through experiments, we find that for each input
image, the change of the image’s prediction scores by each pixels’ RGB
value change is different. Also, the pattern of the sensitivity on each pixel
is highly related to the category and composition of the input image. By
utilizing this feature, we present Pivot Pixel Noise Generator by Particle
Swarm Optimization to generate noise points on original images to lower
the target model’s accuracy of correctly predicting the target image’s
label, so to protect the information contained in the target image from
the image classification models. The model performs in a semi-black-
box manner and balances the number of queries to the target and total
number of modified points. We also propose an initialization strategy
for the model, PSO Knowledge Transfer, which initializes the model’s
parameters with experience learned from previous runs to further reduce
the number of query times and noise points. The model is evaluated
using the image classification benchmark model ResNet50 and shows an
advantage compared to the baseline algorithm.

1 Introduction

Deep learning models have been significantly developed in recent years. The
robust performance of deep learning models inspired various applications in var-
ious industrial fields. Besides the escalation of efficiency, artificial intelligence
models require a large amount of data to be trained and how to reserve privacy
in deep learning becomes a severe issue. The main contributors to data booming,
c© Springer Nature Switzerland AG 2020
W. Song et al. (Eds.): ICIOT 2020, LNCS 12405, pp. 1–16, 2020.
https://doi.org/10.1007/978-3-030-59615-6_1
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2 J. Yang et al.

including social networks and Internet of Things (IoT), usually contain users’
sensitive private information. While, existing approaches that aim to protect
privacy of big data are either to apply privacy protection on the original user
data [1,2], on the way of data being transferred [3–5], or at the stage of data
being used by deep learning networks [6,7].

In the field of computer vision, deep learning neural networks developed dra-
matically since 2012. Alexnet [8] was introduced to the ImageNet Large Scale
Visual Recognition Challenge, which is one of the most important benchmarks
in computer vision. Alexnet utilize the idea of convolutional neural network and
achieves the highest performance of accuracy in the task of image classification
and motivates a number of related researches. Indeed, the image classification
models facilitate the work of visual data analysis, but the potential of undesired
use of image classification models increases the risk of information leaking. Once
the private pictures are exposed to those image classification models, the auto-
matic algorithms can add labels to the visual data in a short time period with
high accuracy. Then the malicious party could extract more sensitive informa-
tion from the visual data analysis. With the improvement of IoT sensors and
publicly accessible cameras, visual data becomes one of the new leading sources
of privacy loss [9]. For example, if personal photos are leaked to a malicious
party, the party could further extract the personal information contained in the
photos, such as location information from a photo with a landmark building,
financial information from a photo of a valued car, demographic information like
gender and age from a selfie, and even personality and consumer preferences
with more sophisticated analysis. Or, if pictures of business files are leaked, the
loss could be more critical. Since all the extraction of features from the image
are automatic with high speed and information clips from each individual image
could be integrated in a timely manner, the data leak could cause significant
further cost. In this way, to better protect the confidential content of visual data
even compromised to unauthorized access, an effective information encryption
model for artificial intelligence models is necessary. Also, with the development
of research on machine learning, some popular cloud service providers, such as
Amazon [10], Google [11], and Microsoft [12], offer a machine learning service
solution: Machine Learning as a Service (MLaaS). The MLaaS platforms set
up machine learning environments and computation resources. And the train-
ing dataset can include private information. Song et al. [13] found that even the
malicious party only has access to the parameters of the machine learning model,
they still can infer information of the training set.

To preserve privacy and information security, the raw image data either
stored locally or on the cloud needs protection from convolutional neural net-
works. Although the convolutional neural networks achieved much progress in
computer vision, the model structure is vulnerable to minor changes in value
at critical locations on the original input image data, and the output of the
networks can be strongly influenced by even minor perturbations. In 2019, Su
et al. [14] proposed a novel adversarial example generating model to conduct
attacks on convolutional neural networks by changing only several or even just
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one pixel’s RGB value in an input image. The attack model is named One Pixel
Attack and it demonstrates impressive performance by adding noise on one pixel
level to original input image data to interference the prediction of target classi-
fication neural network. The attack is in a semi-black-box manner. The target
model’s structure and parameters are not accessible, and the attack model has
unlimited opportunities of attempts of sending modified image to and collecting
output from target model. However, the One Pixel Attack is a more heuristic
idea than practical solution, since it only relies on a relatively low-resolution
image input setting, which is 32 by 32 pixels, the model illustrates best perfor-
mance. To conduct attack on high-resolution image, the attack needs a longer
length of perturbation that is an acceptable larger number of points where the
noise is added on. Then the proposed optimization method, Deferential Evo-
lution, shows lack of efficiency and automaticity because the new attempts of
where to add the noise are pure randomly selected, and the number of attacked
points is determined by manually set hyper-parameters.

Thus, with the concept of adversarial example attack, we propose a novel
noise generation model to prevent malicious machine learning powered computer
vision models gaining too much information from users’ image data. Our data
protection model Pivot Pixel Noise Generator (PPNG), with Particle Swarm
Optimization (PSO) [15] provides protection to image data with noises on a
small number of pixels on high-resolution image from classification neural net-
works. The proposed model utilizes PSO Knowledge Transfer, an initialization
strategy of PSO parameters with the experiences from previous target images.
Also, the model can automatically self-adapt the number of points to be modi-
fied, ensuring the efficiency of protection. In other words, the model can perform
pixel-level attack with vastly reduced queries to the target image classification
model, meanwhile maintaining a tolerable trade-off of a modestly increased num-
ber of affected pixels.

The main contributions of this work are highlighted as follows:

– We achieve privacy protection on image data from image classification neu-
ral networks by reducing the prediction accuracy with a proposed complete
half-black-box privacy protection model, Pivot Pixel Noise Generator, which
balances the trade-off of running time and number of pixels modified.

– We define the sensitivity map of images to image classification neural net-
works. Each input image has a sensitivity map which potentiates the pro-
tection strategy of locating and modifying critical points to alter classifica-
tion results without knowledge of target model’s architecture and parameters.
Through the features of sensitivity maps, we propose to utilize PSO to opti-
mize our model.

– We introduce a novel strategy of PSO parameters initialization, Knowledge
Transfer. On each time of noise-generation on target images, the model keeps
the experience of PSO parameters for future uses, which significantly reduces
the running time and the number of queries to the target model, and hence
facilitates the processing of protection on a large amount of image data.
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2 Related Works

The research on adversarial example attack in image classification neural net-
work models has been studied for years. In 2014, Szegedy et al. [16] discovered
that many state-of-the-art neural networks are sensitive to adversarial exam-
ples. The term adversarial examples are the examples images based on original
example images with only slightly perturbations which are hardly perceivable by
human observers but cause the neural network models to misclassify the exam-
ple to wrong categories. In 2015, Nguyen et al. [17] introduced a novel approach
to generate images to fool the deep learning classifiers. The evolutionary algo-
rithm generated images are not recognizable by human, and the target neural
networks misclassify the images to wrong categories with very high confidence.
This work reveals that deep learning models are very vulnerable to intention-
ally built adversarial examples. However, the method is not to protect existing
image data. Papernot et al. [18] in their 2016 work discussed the relationship
of attack difficulty and information known about the target model. The paper
introduces a concept of Saliency Map, which summarizes the performance change
of the target model to the location where the noise is added but computed with
information of the target model’s architecture and weight parameters.

Papernot et al. [19] in 2017 introduced a new idea of performing an adversar-
ial example attack in a black-box manner. They managed to build a substitute
model in order to overpass the need to acquire the target model’s parameter
and architecture. The work is tested on MNIST [20] and GTSRD [21] dataset,
which relatively lower resolution level. When the input images have a larger size,
and the target model has more complicated architecture, the cost of training the
attack model increases rapidly. Su et al. [14] developed their adversarial example
attack model in a more extreme setting that the adversarial example is only one
pixel different from the normal example in value. However, the model only uses
Differential Evolution as the optimizer, and hence the attack model does not
sufficiently utilize the information of previous attack attempts. Also, the model
illustrates a lower attack successful rate on ImageNet dataset than Cifar10
[22], which indicates that for examples of more pixels, noise with a length of
only one pixel is not enough.

Zhang et al. [23] developed an adversarial example attack model based on
PSO, and the setting of the particles is the same size of the target image. The
optimization goal is to alter the predicted label with a limitation of L2 distance
between the modified target image and the original image. Similarly, Mosli et al.
[24] show their attack model based on PSO, with each particle initialized as a tar-
get image with randomized noise added on. Further, they proposed a procedure
to reduce excess perturbations when the attack is already successful in avoid-
ing the adversarial examples that differ too much from the original examples.
However, these applications of PSO ignore previous experiences.
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3 System Model

The generation of the protective noises on original images can be formalized
as an optimization problem. The optimization goal is to minimize the output
classification score of the correct label while maintaining a minimum number of
pixels affected. The PPNG model is consisted by 3 components, including Point
Value (find the sensitivity of a certain pixel), PSO Update (find the pivot pixel
on current stage of protection), and Pivot Pixel Noise Generator (add noise on
the pivot pixel that PSO has found).

3.1 Model Architecture

In our settings, the pixel noise generator is the function to be optimized. The
pixel noise generator works in the way that the input is the location of the pixel
to add noise on, and the output is the new prediction score of the modified
image by the target image classification model. To maximize the performance
of the privacy protection model, we use PSO to optimize the function, i.e., to
find the best position of the pixel to add noise on, which ensures the target
model returns global minimum output classification score for the correct class
with only one pixel’s RGB value been changed. For this point, each particle
has two dimensions, which represent the location of the pixel to be modified in
the original input image to find the most influential pixel on the current image,
which can be defined as the pivot pixel.

PSO is an optimizer that fits well for the setting. It is free from requiring the
full computation details from the target model and is powerful for finding the
global and local minimum of a function. PSO works with a population of can-
didate solutions, in another term, the swarm of particles. Each particle is a candi-
date solution in the searching space, which has the same dimension of an input to
the function to be optimized. The particles move with speed and direction based
on each particle’s own known best position and global-best-known position of the
entire swarm. After each iteration, the best-known positions of each particle and
the entire swarm are updated by queries to the target function, and the current
position of the particle is updated by calculated movement speed and direction.

However, the raw images taken into the target model have a size of 224 by 224
pixels, which is 49 times more than images of 32 by 32 pixels in Cifar10 dataset.
Only changing one single pixel’s value is not enough to affect the classification
scores by enough amount to alter the top 1 predicted class. To further improve
the protection performance, more pixels need to be modified, and to continue
implementing the modification on more pivot pixels, we define a new term round
which means that for each round the pixel noise generator is going to modify one
pivot pixel whose position found by PSO after T iterations. By the end of each
round, the pixel level of noise is added to the global-best point, which is supposed
to be the pivot point found by PSO. Then, the next round of optimization will
be conducted on the newly modified image. The most notable innovation of
the optimization is that between each round, all of the temporary parameters
learned from previous round can be used for the new round of searching the
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pivot point on the new state of the image. Since the gradient maps of the target
image with p points modified and that with p + 1 points modified have similar
patterns, the experiences of PSO learned from previous rounds are fit for the
new round. Under this framework, the number of queries to the target model is
significantly dropped, and the privacy protection model can perform faster with
the noise adding position still near pivot point in a desirable trade-off. If the
protection is successful in R rounds of optimization, it means that the privacy
protection model is able to alter the classification result to incorrect labels by
modifying R pixels on the original image. Furthermore, the Knowledge Transfer
of PSO works not only on the consecutive rounds of optimization on the same
image but also on a new image in the same category.

Fig. 1. (a) is the original input image elephant1, and (b) is the sensitivity map of the
original image to target model ResNet50 [25]. (c) is the sensitivity map of the image
modified with one pixel from the original image. (d) is the sensitivity map of another
image elephant2 in the same class.

In the PPNG model, the feasibility of the utilization of optimizer by PSO and
Knowledge Transfer of PSO is based on three assumptions. The first assumption
is that the sensitivity map of a target image has gradients and suitable for PSO
to find global maximum point. The sensitivity of a pixel is the decrease of the
output confidence score of the corresponding correct label of image classification
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models with the image if the pixel is modified with noise. The sensitivity map
of an image is a map with the same size as the original image, and the value of
each pixel is the pixel’s sensitivity. The second assumption is that the sensitivity
maps of two images different from one pixel, or in other words, two images from
two consecutive rounds are similar in pattern. The third assumption is that
the sensitivity maps of two different images from the same category or similar
composition are similar in pattern.

To test and verify the feasibility of our model, we conducted the experiments to
validate our assumptions. The target model is ResNet50 trained with ImageNet
dataset [26], and the input images are exclusive from the training dataset. The
experiment is to add noise on every single pixel independently from the rest of
all pixels and send each of the modified new images to the target model to get
predict results. Then, we assign each pixel’s sensitivity as the amount of decrease
in the classification score of the correct class label from collected results. Finally,
we build the sensitivity map of each test image for different target models.

In (b) of Fig. 1, the sensitivity map clearly shows that PSO is suitable for
the function because the function values change smoothly without very sharp
outliers. Further, we obtain and compare the sensitivity maps of the same image
with only one pixel in difference. As the results show in (c), the similarity in
pattern ensures that our setting of inheriting PSO parameters from previous
rounds is valid. Last, in (d) of Fig. 1, the sensitivity maps of two images with
analogous structure help the assumption 3 stand.

3.2 Problem Description

The optimization of generating adversarial example of images is to maximize
the decrease in prediction accuracy of target image classification model which
under constraints. We formalize the input image as a vector x with length or
dimensions as n, and each of the elements is one pixel. The target model noted as
f , which takes input of n-dimensional vector x = (x1, x2, . . . , xn), and output a
classification label and score, L and fL(x). fL(x) also represents the probability
of x falling into the class L. We define the noise vector, which is to be added on
the original input vector x as vector e(x). In our case, we aim to maximize the
decrease of fL(x′) and x′ = x + e(x), while minimize the length of e(x).

maximizefnotL(x + e(x)) (1)

minimize||e(x)|| (2)

3.3 Model Components

The formal algorithm shows below. For the Algorithm1: Point Value, the input
P is a list with a length of 2, representing the coordinates on axles. f is the
image classification model that the protection model is aiming to duel against.
The input image x with correct label L is the target image. The return value of
model f with input x is presented as f(x), which is a list of scores for different
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predicted categories, and fL(x) is the confidence level of x fall in the correct
category L. In other terms, this algorithm is to add noise on the point P and
returns the decrease of fL(x).

Algorithm 1: Point Value.
Input: P , x, L, and f .
xmodified ← x + Noise at Point P ;
PointV alue ← fL(x) − fL(xmodified);
Return PointV alue

For the Algorithm 2: PSO Update Particle Positions, this is a PSO optimizer
application in setting of each particle with dimension of 2, and the value of a
particle position is calculated by Algorithm 1. We set the PSO with a total of n
particle in the swarm and initialization of start positions G and velocities V of
particles uses knowledge transfer from selected images of a similar pattern. pbest
represents each particles’ history position of best value, and gbest is the position
of best value of the whole swarm. ks are the multiplier constants for calculating
accelerations of velocity for positions of particles in the next iteration, where k1
is for the part of acceleration based on each particle’s own experience, and k2 is
for that based on the experience of the society of swarm.

Algorithm 2: PSO Update Particle Positions.
Input: pbest, gbest, V , G, n, k1, and k2.
for i ← 0 to n do

Vi ←
Vi + k1 ∗ uniform(0, 1) ∗ (pbesti − Gi) + k2 ∗ uniform(0, 1) ∗ (gbest − Gi)

Gi ← Gi + Vi

CurrentPointV alue ← PointV alue(Gi, x)
ParticleBestV alue ← PointV alue(pbesti, x)
if CurrentPointV alue > ParticleBestV alue then

pbest ← Gi;
end

end

Algorithm 3: Pivot Pixel Noise Generator by PSO is our integrated model. For
each round, PSO repeats to optimize the function and find the pivot point of best
protection performance. If the output score of correct class from target model
with modified image is still the highest among scores of all classes, which means
the protection is not yet successful, and for continuous T iterations, the decrease
of output score of correct class is minor than a threshold h, the algorithm moves
to a new round. The hyper-parameter h and T balance the accuracy of searching
the actual pivot point and the running time of the algorithm. If h is set to 0,
and T set to infinity, the algorithm is always to find the actual pivot point, but
the running time compromises significantly and hence inefficient. The point on
the target image at position gbest is then modified at end of each rounds, and
the target image is replaced by the newly modified image for the next round.
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Between two consecutive rounds, the parameters of PSO are inherited, including
G, V , pbest and gbest. If the protection succeeded, R is the count of pixels where
all the noises are added to.

Algorithm 3: Pivot Pixel Noise Generator by PSO.
Input: x, L, n, T , h, k1, k2, f , pbest, gbest, G, and V .
initialization:
R ← 0;
ModifiedImage ← x;
while Max(f(ModifiedImage)) = fL(ModifiedImage) do

PSO Update Particle Positions
for i ← 0 to n do

ParticleBestV alue ← PointV alue(pbesti,ModifiedImage)
GlobalBestV alue ← PointV alue(gbest,ModifiedImage)
if ParticleBestV alue > GlobalBestV alue then

gbest ← pbesti;
end

end
if GlobalBestV alue[−T ] − GlobalBestV alue[−1] < h then

ModifiedImage ← ModifiedImage + Noise at Point gbest;
R ← R + 1

end

end
ReturnModifiedImage, R

Algorithm 4: Exhaustive Search.
Input: x with height H and weith W , L, and f
initialization:
TempScore ← 0;
BestScore ← 1;
BestPoint ← (0, 0);
ModifiedImage ← x;
while Max(f(ModifiedImage)) = fL(ModifiedImage) do

for h ← 0 to H do
for w ← 0 to W do

TempImg ← ModifiedImage;
Add Noise on TempImg at (h,w);
TempScore ← fL(TempImg);
if BestScore > TempScore then

BestScore ← TempScore;
BestPoint ← (h,m);

end
end

end
Add Noise on ModifiedImage at BestPoint;

end
Return ModifiedImage
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The baseline algorithm towards this problem is the exhaustive search. We
design the exhaustive search algorithm for a minimum number of modified points
to alter the target model’s classification top 1 category as in Algorithm4. The
basic idea of the exhaustive search algorithm is to run a noise adding test on every
point of the image to the target model, and always modify the most influential
point until the predicted category is changed.

4 Experiments

To test our the privacy protection model, we set up simulation in the following
settings. We use ResNet50 as the target model, the image classification model
to be protect from, with parameters trained on ImageNet dataset taking input
image size of 224 by 224 pixels. In the first simulation, we select the same test
picture elephant1 showing an elephant. The target model’s original top 3 classifi-
cation results of the image are ‘Indian elephant’, ‘tusker’, and ‘African elephant’
with confidence level of 0.954, 0.024 and 0.017 accordingly.

The test results of the baseline algorithm of exhaustive search show that by
always selecting and modifying the most influential pixel (in other words, the
point which has the highest value on the sensitivity map) on each state of noise
adding process, at least 16 points are necessary to be altered in order to change
the predicted category. As shown in (a) of Fig. 2, the new results of the modified
image are top 1 category of ‘Arabian camel’ with a probability of 0.303.

Fig. 2. (a) is the modified image by exhaustive search algorithm. (b) is the modified
image by PPNG model. (c) is the curve of output confidence score of the category
‘Indian elephant’ by iterations.

Although the protection using the exhaustive search algorithm is successful,
the protection procedure takes an enormous amount of time and computation
power, and most importantly great number of queries to the target model. To
decide one location of a pivot pixel, the algorithm needs to access the target
model by 224 ∗ 224 times. The target model is called 16 ∗ 224 ∗ 224 times, and
thus it is not ideally efficient.
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Then, we test PPNG model on the same image to the same target model.
The hyper-parameters are set as acceleration constants k1 = k2 = 0.1, particle
number n = 50, score decrease threshold h = 0.01 and iteration number T = 5.
The initialization of pbest, gbest and G as random numbers with upper bound
of 223 and lower bound of 0, and V as 0s. Then, our model can successfully
conduct the protection by modifying 22 points with the total number of iteration
of PSO as 152. So, the new protection model dramatically reduces the number
of accessing to the target model to 152∗50 times. In this manner, the protection
model sacrifices the number of modified pixels and save the running time and
target model queries with ensuring protection success. The protection results
of the model to the modified image in (b) of Fig. 2 are also top 1 category of
‘Arabian camel’ with a probability of 0.317. In this way, the image classification
model is no more able to correctly extract information from the target image,
and thereby the privacy is preserved. Additionally, in (c) of Fig. 2 the curve of
the performance of the protection indicates the strategy of setting the threshold
h and iteration number T effectively saves the protection model from over-fitting
and so reduces the running time. The curve is the output confidence score of the
correct category by each time of updating with PSO. The x axle is the number
of iterations, and the y axle is the confidence score of the ground truth category.
With h set to 0.01 and T set to 5, if for five consecutive iterations, all of the
particles in the swarm have not found a better position, the pixel according to
the gbest is modified with noise. The horizon part of the ladder-shaped curve
indicates that the numbers of iterations of gbest not been updated, and the fast
drop indicates that a new noise point is made. Specifically in iteration 52 to 60,
the PSO keeps updating the gbest, and from iteration 60 to 64 the gbest remains
the same value. So, after the iteration of 64, with a new noise point added to
the target image, the output score of the correct label decreased quickly, which
means that PSO is able to find the next pivot point very fast. During iteration
100 to 120, again the PSO shows the capability of locating the pivot point on
updated target image.

Fig. 3. (a) is the adversarial example generated by exhaustive search with 11 points
modified, (b) is by PPNG model with 19 points modified, and (c) is the curve of score
of label ‘Indian elephant’, all based on image ‘elephant2’.
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This simulation illustrates the advantage of PPNG model. The PSO can find
or approach the global-optimal point on the sensitivity map without running
a test on every pixel. And the design of setting a threshold of optimization of
each round helps the PSO to prevent excessive updates of particle positions and
queries to the target model because the difference in the performance of the
current gbest and optimal point of actual sensitivity map is acceptable consider-
ing the cost of computation and number of queries by continuing updating. The
efficiency of lower the accuracy of prediction of target model enables the model
to provide protection to images in a short time.

The simulations on other images in the same category show similar results.
Image elephant2 has original top 3 classification results of ‘Indian elephant’,
‘tusker’, and ‘African elephant’ with a confidence level of 0.803, 0.147, and 0.047.
By exhaustive search algorithm, the image needs 11 points to be modified to
change the output category. The number of accessing the target model is 11 ∗
224 ∗ 224. By using the PPNG model with random initialization and the same
hyper-parameters as simulation of image elephant1, the number of noise-added
points increases to 19 but only after 125 update iterations, which makes 125∗50
queries. The modified results are in Fig. 3

Fig. 4. (a) and (c) are the modified image by PPNG model initialized knowledge
transferred from the protection procedure of image elephant1 on the same target model
ResNet50 and knowledge transferred from the protection procedure of image elephant2
on V GG16. (b) and (d) are the corresponding score curves.

After the first protection conducted for images in one category, the model
saves the previous experiences for knowledge transfer of PSO for future protec-



Image Privacy Protection by Particle Swarm Optimization 13

tion initialization use of similar images. We test the PPNG model on the same
image with knowledge from the previous test image elephant1 on the same tar-
get model. The protection goes successful by changing the predicted category
to ‘tusker’ with a confidence level of 0.380, with not only the number of points
altered dropping to 16 but also iteration number reducing to 101. Moreover, ini-
tialization with knowledge from the same image of elephant2 on different target
image classification model V GG16 [27] also helps. With knowledge transfer, the
protection is done with top 1 predicted category of ‘tusker’ with a confidence
level of 0.334. The number of altered points keeps 19, and the number of total
iterations of PSO reduces to 116. The results in Fig. 4 illustrate the advantage
of knowledge transfer. At early stage, the PSO locates the global-best position
of particles in a faster manner on the new image, and the curve of confidence
level shows more of ladder-shaped drops in the first iterations, which indicates
that the PSO finds the global-best position more swiftly and clearly.

Fig. 5. (a) and (d) are the modified results by exhaustive search, (b) and (e) are by
PPNG model, (c) and (f) are the curve of score of label ‘desk’, of image ‘desk1’ and
‘desk2’.

Similarly, we test more images with different categories. The original image
‘desk1’ has the classification result of ‘desk’ with the confidence level of 0.962,
and ‘dining table’ with 0.032 and ‘desktop computer’ with 0.001. By exhaustive
search algorithm, the target model gives the results of ‘dining table’ with a
confidence level of 0.554, which becomes the top 1 classification category. The
target image is added by noise at 11 points, and the exhaustive search algorithm



14 J. Yang et al.

queries the target model by 11∗224∗224 times. By using the PPNG model with
the same hyper-parameter setting, the queries to target model reduce to 103∗50
times and with total 16 points modified to change the top 1 predicted category
to ‘dining table’ with a score of 0.500. For test image ‘desk2’, the original score
is 0.938, and the baseline algorithm needs 13 points and 13 ∗ 224 ∗ 224 calls to
the target model, while PPNG model needs 24 points with 151 ∗ 50 queries. The
results are shown in Fig. 5. The reason why the PPNG model needs more points is
that for these two images, the sensitivity map is not very evident with gradients.
The surroundings of the table also show the importance of affecting the target
model output results. As shown in (d) of Fig. 5, the baseline algorithm chooses
points near the edge of the image, where the pixel shows the largest influence on
the target model performance. Also, the difference of sensitivity of pixels is not
as significant as those of images in other categories. But still, the PPNG model
managed to provide protection with substantially fewer queries to the target
model.

Additionally, the protection on image ‘desk2’ initialized with knowledge
transferred from protection of ‘desk1’ on same target model, needs 24 points
and 142 iterations. With knowledge transferred from itself on alternative tar-
get model V GG16, PPNG needs 17 points with 106 iterations of update. The
improvement illustrates the benefits of initialization with knowledge than ran-
domized numbers.

5 Conclusion

This paper proposes an adversarial example privacy protection model, Pivot
Pixel Noise Generator, with the evolutionary search algorithm, Particle Swarm
Optimization. The model is to adjust values of a trivial amount of pixels and
significant reduce the accuracy of predictions of image classification neural net-
works, and so to protect the information contained in the original image data.
The model is based on the principle that specific points on an original input
image to classification neural networks show higher importance to final predict
results. Also, the privacy protection model can inherit experiences from protec-
tion history of similar target images to the same target model and the same
target image to other target models. The experiments evaluations on ResNet50
trained on ImageNet dataset show that in practical black-box settings, the pri-
vacy protection model greatly alleviates the number of queries to the target
model compared to the baseline algorithm with ensuring the success of protec-
tion. In the future, we aim to constructing a knowledge base for PSO of images
in different categories and design a more intelligent initialization strategy for the
PPNG model.
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Abstract. Decision agriculture is the practice of accurately capturing
the changing parameters of the soil including water infiltration and reten-
tion, nutrients supply, acidity, and other time changing phenomena by
using the modern technologies. Using decision agriculture, fields can be
irrigated more efficiently hence conserving water resources and increasing
productivity. The Internet of Underground Things (IOUT) is being used
to monitor the soil for smart irrigation. Moreover, the communication
in wireless underground sensor networks is affected by soil character-
istics such as soil texture, volumetric water content (VWC) and bulk
density. These soil characteristics vary with soil type and soil horizons
within a field. In this paper, we have investigated the effects of these
characteristics by considering Holdrege soil series and homogeneous soil.
It is shown that the consideration of soil characteristics of different soil
horizons leads to 6% improved communication in wireless underground
communications for smart agricultural practices.

Keywords: Cyber-physical systems · Underground electromagnetic
propagation · Wireless underground sensor networks · Decision
agriculture · Internet of things

1 Introduction

In decision agriculture, the soil horizons are the layers of soil which are formed
by four soil processes and have unique chemical, physical, and visible characteris-
tics. These soil process are additions, losses, transformations, and translocations.
There are five horizons: O, A, E, B, and C. In soil, these horizons can form in
any order. Some soils do not contain all horizons and in some soils multiple hori-
zons can repeat. The horizon A and B are of most interest because of their high
impact on plant growth. In wireless underground sensor networks, sensor nodes
are buried in soil. Establishment of wireless communication links is important for
data communication. As each soil horizon have unique soil texture, bulk density
and water holding capability. Also depth and width of each horizon differs in dif-
ferent type of soils. These factors have a significant influence on the performance
of a buried antenna and communication. These are (Fig. 1):
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Fig. 1. The holdredge soil profile

Soil Moisture
Soil moisture changes with time due to climate and irrigation, which influence
the soil permittivity.

Soil permittivity
Electromagnetic waves propagation in soil exhibit different characteristics in
soil due to higher permittivity of soil.

Soil-Air Interface
Impedance of under ground antenna is changed because of current disturbance
at antenna due to reflection from soil-air interface [18,41,52,54].

In this paper, by using the model for underground to underground (UG2UG)
communications model, we have analyzed the performance of wireless under-
ground channel by using Holdrege soil profile [57] and homogeneous soil. More-
over, we provide analytical results for path loss for three different scenarios
including same soil moisture level across all horizons, water infiltration, and
water retention scenario. Based on the analysis it is shown that antennas bur-
ried into soil horizons by taking soil characteristic into account experience less
path loss as compared to antenna berried in homogeneous soil and path loss is
decreased from 5–6 dB. It is also shown that path loss varies with soil moisture
and increase in soil moisture also increase the path loss for all type of soils. It
is also evident that in underground wireless sensor networks path loss increase
with frequency therefore low operation frequencies are suitable for for wireless
underground communication [15,19–50,53,59,60].

The rest of the paper is organized as follows: In Sect. 2, related work on com-
munication in medium and the impact of the medium on antenna impedance is
introduced. Section 3 gives the brief overview of soil properties. The impedance
and the return loss of dipole antenna buried in soil are analyzed both theo-
retically and using simulations in Sect. 4, where an antenna impedance model
considering the impact of the soil-air interface is developed. The experiment
results are shown and analyzed in Sect. 5. Conclusions are drawn in Sect. 6.

We have used 31% sand particles and 29 clay particles soil for comparison
with Holdrege soil.
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Table 1. Physical properties of holdrege soil

Horizon Depth in inches Sand Slit Clay Textual class

Ap 0–7 16.6 61.4 22.0 Silt loam
A 7–13 12.0 58.4 29.6 Silt clay loam
Bt1 13–16 13.3 55.3 31.4 Silt clay loam
Bt2 16–24 11.2 58.9 29.9 Silt clay loam

2 Related Work

Antennas used in WUSNs are buried in soil, which is uncommon in traditional
communication scenarios. Antennas in matter have been analyzed in [14] where
the electromagnetic fields of antennas in infinite dissipative medium and half
space have been derived theoretically. In this analysis, the dipole antennas are
assumed to be perfectly matched and hence the return loss is not considered.
In [11], the impedance of a dipole antenna in solutions are measured. The impacts
of the depth of the antenna with respect to the solution surface, the length of
the dipole, and the complex permittivity of the solution are discussed. However,
this work cannot be directly applied to WUSNs since the permittivity of soil has
different characteristics than solutions and the change in the permittivity caused
by the variation in soil moisture is not considered. The impact of these soil factors
in underground communication has been analyzed in [19,21–29,32,42–44].

In existing WUSN experiments and applications, the permittivity of the soil
is generally calculated according to a soil dielectric model [1,16], which leads
to the actual wavelength of a given frequency. The antenna is then designed
corresponding to the calculated wavelength [54]. Unfortunately, this approach
often does not produce the desired antenna for the underground communication
since the impedance of the antenna is not solely related to the wavelength of
electromagnetic waves. In [54], an elliptical planar antenna is designed for a
WUSN application. The size of the antenna is determined by comparing the
wavelength in soil and the wavelength in air for the same frequency. However,
this technique does not provide the desired impedance match. Moreover, when
antennas are buried near the interface of a half-space, the impedance depends
not only on the medium, but also on the reflections from the interface. This
phenomenon is mentioned in [10], however, its impact is not modeled.

The disturbance caused by the interface is similar to the impedance change
of a handheld device close to a human body [2,55] or implanted devices in
human body [3,9]. In these applications, simulation and test bed results show
that there are impacts from human body that cause performance degradation
of the antennas. Though similar, these studies cannot be applied to the under-
ground communication directly. First, the permittivity of the human body is
higher than in soil. At 900MHz, the relative permittivity of the human body is
50 [55] and for soil with a soil moisture of 5%, it is 5 [16]. In addition, the per-
mittivity of soil varies with moisture, but for human body, it is relatively static.
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Most importantly, in these applications, the human body can be modeled as a
block while in underground communications, soil is modeled as a half-space since
the size of the field is significantly larger than the antenna.

3 Soil Characteristics

We have used Holdredge soil and homogenoius soil for our analysis. Table 1 shows
physical properties Holdrege soil [56]. We have selected Holdrege series because it
is one of the well-drained, highly productive and most fertile soil in the Nebraska,
United States. It is also official state soil of Nebraska and almost all the soil is
under cultivation. As per United States Department of Agriculture [57]:

The Holdrege series of the soil is composed of in-depth, good drainage, mildly
penetrable particles developed in calcium carbonate sediments. These highland
soil contains sloppy areas which range form 0–15% with annual average temper-
ature of approximately 55oF, and average annual rainfall is approximately at a
particular location. It has fine particles of silt that are mixed with hyperactive,
moist Typic Argiustolls.

Soils in the Holdrege series are recognized by features of their profile (created
by horizontal layers) that are the result of the prairie environment. They are
suggestive of soils formed under mixed grasses, in a climate where moisture
stress is common, but where enough movement of water through the profile has
resulted in downward movement of clays and lime. These processes have led to a
soil with a thick, dark colored topsoil, a clay enriched subsoil and a substratum
that contains free lime. Holdrege soils are among the most extensively cultivated
soils in the state. Presently, nearly all Holdrege soils are cultivated. A very
large part is irrigated. Corn and grain sorghum are the principal row crops.
Winter wheat is the most commonly grown small grain. Their natural fertility,
desirable tilth, and the landscape on which they exist join with irrigation water
and the skillful management of Nebraska farms to provide a valuable agricultural
resource [56].

4 Relative Permittivity of Soil

The EM wave propagation in soil is different from that of in air because of
higher permittivity values of soil than that of air. Various soil factors effect the
EM waves. These factors includes: soil texture, bulk density, soil moisture (also
known as Volumetric Water Content), temperature and salinity. Relative permit-
tivity has been investigated in detail by [5,16]. They define relative permittivity
of various constituents (air, soil, bound and free water) of soil-water solution [5].
In [16], a semi-empirical permittivity model is presented which is used in this
paper to find the effective permittivity of the soil-water mixture. Finally, the
effective permittivity is calculated using the permittivity of all components, i.e.,
soil, water, and air, of the mixture.
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4.1 The Impact of Soil on the Return Loss of an Antenna

Soil permittivity has direct effect on the return loss of an antenna. Variations
in soil moisture causes the change in soil permittivity. This effect is visible in
Fig. 3 which plots the effect of soil moisture on return loss of 70mm monopole
antenna. It can be observed that resonant frequency shifts to lower spectrum
when the soil moisture is increased. An important thing to note is that return
loss is minimum at resonant frequency fres.

The primary reason of return loss is the impedance mismatch between the
antennas, hence, it is important to calculate the impedance of the antenna. There
is no closed form representation of antenna impedance, hence, impedance approx-
imation given in [13] is used. This approximation is done for dipole antenna.
Some other impedance approximation for dipole antennas are also presented in
[14,61]. As per [13], impedance of dipole can be calculated as follow by using
the induce-emf method [19]:

ImpD ≈ f1(γlD) − i

(
120

(
ln

2lD
DD

− 1
)
cot(γlD) − f2(γlD)

)
, (1)

where

f1(γlD) = −0.4787 + 7.3246γlD + 0.3963(γlD)2 + 15.6131(γlD)3 , (2)

f2(γlD) = −0.4456 + 17.0082γlD − 8.6793(γlD)2 + 9.6031(γlD)3, (3)

where real portion of the wave number is given as γ, diameter of the dipole
antenna is represented by DD, and length (half) of the dipole is given by l. γlD
is calculated as follow:

γlD =
2πl

λair
Re {√

εs} , (4)

where subscript D represents the dipole antenna λair represents wavelength
in air and εs represents the relative permittivity of the soil [16].

Soil permittivity εs rely on the frequency, therefore, γlD and lD/λ are not
linearly related. Hence, when the antennas are deployed in soil instead of air,
their impedance values (at resonant frequency) also becomes dependent on soil
properties. This impedance mismatch due to different medium causes an antenna
return loss which is given in dB as [19]:

RLdB = 20 log10

∣∣∣∣∣
Impsoil + Impair
Impsoil − Impair

∣∣∣∣∣. (5)

4.2 The Impact of Soil on Bandwidth

Bandwidth is also one of the major performance metric of the system. Shan-
non’s equation [17] relates bandwidth of the system with channel capacity of
medium. Shannon’s equation shows that capacity is directly proportional to the
bandwidth of the system. For wireless communications, antenna (return loss)
also plays an important role in determining the final bandwidth of the system.
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It has already been established in Sect. 4.1 that antenna return loss depends
upon the frequency f and can be represented as RL = R(f) and negative of
return loss −R(f) is given as S11. For antenna operating at resonant frequency,
bandwidth is given as the spectrum for which Δ values is higher than the negative
of return loss. For all other operational frequencies, i.e., apart from resonant
frequency, bandwidth will be less than resonant frequency. Following equation
calculates the systems bandwidth for any operation frequency [7]:

Bsys =

⎧⎪⎨
⎪⎩
0 if S11 > Δ,

2(f − fmin) if S11 ≤ Δ and f < fres,

2(fmax − f) if S11 ≤ Δ and f ≥ fres,

(6)

In above equation, resonant frequency is given by fres, and fmin and fmax

represents the minimum and maximum frequencies, respectively, for which
R(f) ≤ Δ.

As an example for estimation of antenna bandwidth, S11 is plotted with
f . The operating frequency of the antenna is 24MHz less than the values for
resonant frequency and Δ = −10 dB. The bandwidth is calculated as 14MHz,
S11 remains lower than Δ for whole spectral band.

4.3 The Impact of Soil on Path Loss

A detailed investigation is performed in [6,8] to understand the communica-
tion in WUSNs. The effect of soil on aboveground-to-underground (UG2AG) &
underground-to-aboveground (AG2UG) channel has been studied in detail. It
was found that EM waves attenuation in the soil is dependent on various factors
such as: distance, soil moisture, and soil type. Irrespective of the direction, total
path loss PLT is calculated as:

PLT =
(
PLug(dug) + PLag(dag) + PL(R,→)

)
, (7)

In above equation, losses in both aboveground & underground area is given by
PLag(dag) and PLug(dug), respectively. Moreover, depending upon the direction
of the wave propagation →, PL(R,→) gives the refraction loss. The direction could
be either ag2ug or ug2ag.

The losses in Eq. (7) for both UG and AG environment are calculated as [58]:

PLug(dug) = 6.4 + 20 log dug + 20 log γ + 8.69α(const,soil)dug, (8)
PLag(dag) = −147.6 + 10α(coef,air) log dag + 20 log f, (9)

In above equation, the terms α(coef,air) represents the attenuation coefficient
in air, α(const,soil) represents the attenuation constant, f represent the operation
frequency and γ gives the phase shifting constant. The α(coef,air) > 2 because of
ground reflection effect. The empirical experiments in [4] shows that α(coef,air)

values lies in the range of 2.8–3.3. In Eq. (8), α(const,soil) and γ are used to
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incorporate the impact of soil on signal attenuation. The values for α(const,soil)

and γ is given as:
ks = α(const,soil) + iγ = iω

√
μ0εs, (10)

In above equation, ks, μ0, and ε represents the soil propagation constant, free
space permeability, and soil effective permittivity, respectively.

Owing to the higher values of soil permittivity, EM waves can only penetrate
the soil-air interface, if the incident angle θt is small, and are reflected or refracted
otherwise. Therefore, waves with small θt in are able to perform UG2AG prop-
agation, and refracted angle → 0 for AG2UG propagation. Moreover, AG2UG
propagation is vertical in soil. Therefore, for AG2UG and UG2AG communica-
tion links, the underground distance traveled by the wave is approximated as
the burial depth hu, i.e., dug � hug. Similarly, aboveground communication path
is approximated using height of AG node hag and horizontal distance between
both nodes dag↔ug. The aboveground path is given as: dag =

√
h2
ag + d2ag↔ug.

A maximum power path, i.e., where θi → 0, is considered for the AG2UG
link. Therefore, approximation of refraction loss in Eq. (7) is given as follow [12]:

PL(R,ag2ug) � 20 log
ri + 1

4
, (11)

where refractive index of soil is represented by ri. ri is calculated in [8] as
follow:

ri =

√√
ε′2 + ε′′2 + ε′

2
. (12)

Moreover, for UG2AG link. signal travels from the medium of high density
to lower density, therefore, energy of the signal is refracted, i.e., L(R,ug2ag) = 0.

4.4 Channel Capacity of Wireless Underground Communications

In addition to bandwidth, capacity of channel also effect the underground com-
munication performance. To that end, the effect of soil properties on channel
capacity is investigated. As per Shannon equation, capacity is dependent upon
bandwidth B, noise N , and strength of the received signal R [7]:

C = Bsys log2(1 +
R

NBsys
), (13)

For this analysis, maximum achievable bandwidth is considered. As show
in Eq. (6), this maximum bandwidth is estimated by antenna design. Antenna
properties (return loss and path loss) will effect the power transmitted by the
sender node Pt. Therefore, the received signal strength (dB) is calculated using
antenna return loss in Eq. (5) and antenna path loss in Eq. (7). The received
signal is given as [7] (Fig. 2):

RdB = Pt + 10 log10(1 − 10− RLdB
10 ) − PLT , (14)



24 A. Salam and U. Raza

Moreover, the above signal strength is based on discussion in Sect. 4.1 and
Sect. 4.3.

Underground noise is stable during the testbeds experiments, hence, N can
be used as a constant value [51].
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Fig. 2. Return loss of the antenna

5 Numerical Analysis

We have considered three cases for analytical evaluation. First case we have
compared the two soils under the same soil moisture case for all soil horizons
and depths. In second case we analyses the water infiltration scenario in which
top soil horizons have more water content than the subsoil horizons. Third case
compares the drainage scenario in which subsoil is more saturated as compared to
the topsoil. We have used frequency range of 300MHz to 800. Transmitted power
is 15 dBm. Return Loss of the antenna used in the evaluation is shown in Figure.
Antennas are buried at four depths. Four antenna burial depth corresponds to
four different horizons (Ap, A, Bt1, Bt2) of Holdrege soil as shown in Table 1. For
homogeneous soil these are 10 cm, 20 cm, 30 cm and 40 cm. Horizontal distance
between transmitter receiver is 50 cm. Bulk density is 1.5 g/cm3 and particle
density is 2.66 g/cm3.

5.1 Same Soil Moisture Scenario

Figure 3 shows the path loss for two soil types for Volumetric Water Content
(VWC) of value of 10%. For all depths and across all frequency range Path loss
for homogeneous soil is 5 dB to 6 dB higher than as compared to Holdrege soil.
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Fig. 3. Path loss vs. frequency - VWC 10%
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Fig. 4. Path loss vs. frequency - VWC 20%

Moreover between 550MHz to 650MHz range path loss is low because of the low
return loss of the antenna. It is also clear that path loss increases with frequency.

Figure 4 shows the path loss for two soil types for Volumetric Water Content
(VWC) of value of 20%. For all depths and across all frequency range Path loss
for homogenous soil is 5 dB to 6 dB higher than as compared to Holdrege soil.
Due to 10% increase in water content there is an increase of 8 dB for all horizons.
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Fig. 5. Path loss vs. frequency - VWC 30%
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Fig. 6. Path loss vs. frequency - VWC 40%

Figure 5 and Fig. 6 shows the path loss for two soil types for Volumetric
Water Content (VWC) of value of 30% and 40%. For both soil moisture levels,
for all depths and across all frequency range path loss for homogenous soil is 5
dB to 6 dB increased as compared to Holdrege soil. Path loss for 30% and 40%
is considerably higher than dry than the 10%.
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Fig. 7. Path loss vs. frequency - water infiltration scenario
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Fig. 8. Path loss vs. frequency - drainage scenario%

5.2 Water Infiltration Scenario

In this case we consider the scenario in which higher horizons have more water
content as compared to lower soil horizons. Figure 7 shows the path loss when
Ap horizon have 40% VWC, A horizon have 30% VWC, Bt1 have 20% VWC
and Bt2 have 10% VWC. It is evident that communication performance is best
at Bt2 horizon because of low water content.

5.3 Water Retention Scenario

In this case we consider the scenario in which lower horizons have more water
content as compared to higher soil horizons. Figure 8 shows the path loss when
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Ap horizon have 10% VWC, A horizon have 20% VWC, Bt1 have 30% VWC
and Bt2 have 40% VWC. Antenna buried at the A horizon experience lower path
loss because of low attenuation due to lower VWC.

6 Conclusions

In this paper, the impacts of soil texture, soil moisture on burial depth of antenna
in different soil horizons and on path loss are analyzed for underground wireless
communications in Holdrege soil and homogeneous soil. It is shown that antennas
buried into soil horizons by taking soil characteristic into account experience less
path loss as compared to antenna berried in homogeneous soil. It is also shown
that path loss varies with soil moisture and increase in soil moisture also increase
the path loss for all type of soils. It is also evident that in underground wire-
less sensor networks path loss increase with frequency therefore low operation
frequencies are suitable for wireless underground communication.
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Abstract. Due to their high vulnerability, IoT has become a primary
target for cybercriminals (e.g., botnets, network infiltration). As a result,
many solutions have been developed to help users and administrators
identify IoT devices. While solutions based on deep learning have been
shown to outperform traditional approaches in other domains, their lack
of explanation and their inference latency present major obstacles for
their adoption in network traffic analysis, where throughputs of Gbps
are typically expected. Extracting rules from a trained neural network
presents a compelling solution, but existing methods are limited to feed-
forward networks, and RNN/LSTM. In contrast, attention-based mod-
els are a more recent architecture, and are replacing RNN/LSTM due
to their higher performance. In this paper, we therefore propose a novel
efficient algorithm to extract rules from a trained attention-based model.
Evaluations on actual packet traces of more than 100 IoT devices demon-
strate that the proposed algorithm reduces the storage requirements and
inference latency by 4 orders of magnitude while still achieving an aver-
age f1-score of 0.995 and a fidelity score of 98.94%. Further evaluation on
an independent dataset also shows improved generalization performance:
The extracted rules achieve better performance, especially thanks to their
inherent capability to identify unknown devices.

1 Introduction

Internet of Things (IoT) – the extension of Internet connectivity to objects
(e.g., from smart electronic appliances to industrial sensors) beyond traditional
devices (e.g., desktops, laptops, smartphones or tablets) – introduces new major
challenges to IT departments. More specifically, with their widespread adop-
tion and poor security [1–3], IoT devices constitute a prime target for attacks,
e.g., as ingress points to broader IT infrastructure. For these reasons, a number
of approaches have recently been developed to discover them through passive
network monitoring (e.g., [4–11]). Among the existing solutions, those based on
deep learning can achieve high performance (e.g., accuracy, f1-score) but present
limitations that can limit their adoption in operational environments: First, the
inference latency of deep models can be significantly larger than those of pat-
tern matching based rules traditionally used in Network Intrusion Detection
Systems (NIDS) [12,13]. For example, our internal experiments show that the
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inference latency of feedforward networks, Long Short-Term Memory (LSTM),
and Bayesian Neural Networks can be 4 to 6 orders of magnitude larger than
those of pattern matching based rules. These inference latency can consequently
increase the packet processing time which is critical to achieve the required
high throughput for network analysis. Second, deep models are notoriously dif-
ficult to interpret. Operating as “black-boxes”, they do not provide any expla-
nation behind their outcomes. Considerable research efforts have been devoted
to address this limitation, and towards extracting the knowledge stored in a
network’s weights through concise symbolic forms such as Boolean and fuzzy
if-then clauses, or finite-state automata (e.g., [14–20]), but existing solutions
mainly apply to feedforward networks, and RNN/LSTMs.

However, recently, attention-based models [21] have been replacing RNNs and
LSTMs due to their higher performance. Attention is considered one of the most
influential ideas in Deep Learning, and is the current state-of-the-art for sequence
learning. In this paper, we therefore present a novel rule extraction algorithm for
and from trained attention-based models. To the best of the authors’ knowledge,
there is currently no algorithm to extract rules from these reigning architectures.
The proposed algorithm is efficient as it builds upon the attention weights readily
made available by the attention-based models. In addition, by extracting the
knowledge in the form of Boolean clauses, the rules not only provide explanation
capability, but also can be directly implemented in current NIDS frameworks at
high speeds, and offer improved generalization performance.

We evaluate the proposed algorithm on real network traces from hundreds
of IoT devices captured over an entire year. More specifically, we trained several
attention-based models to discover the IoT devices from their network traffic,
and infer their properties, before applying our proposed algorithm to extract the
knowledge in Boolean if-then clauses. The results show that the extracted rules
not only reduce the storage requirements and inference latency by 4 orders of
magnitude, but also achieve an average f1-score of 0.995 in comparison to the
initial average f1-score of 0.998 from the attention-based model. In other words,
the rules offer interpretability with a minimal loss in f1-score. We provide exam-
ples of the rules learned through Alexandr, to demonstrate the interpretability
of the rules. The rules also achieve a fidelity score of 98.94%. The fidelity metric
represents how accurately the extracted rules correspond to the initial trained
attention-based model. Finally, we evaluate the rules on an independent dataset,
and show that the rules achieve improved generalized performance compared to
the attention-based model. More specifically, while the attention-based model
achieves an average f1-score of 0.553 on the new dataset, the rules achieve an f1-
score of 0.728, especially thanks to their inherent capability to identify unknown
devices (i.e., instances not matching any rule).

2 Background: Attention-Based Model

Attention [21] was initially designed for Neural Machine Translation, and has
since been adopted in other fields including image captioning [22], and speech
recognition [23].
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Before the introduction of attention, the state-of-the-art in neural machine
translation at that time relied on an encoder-decoder architecture [24,25], where
the encoder compresses the input sequence (i.e., sentence to be translated) into a
vector of a fixed length; and from which, the decoder then generates the output
sequence (i.e., translation sentence). Both encoder and decoder typically con-
sist of recurrent neural network (RNN), and while this approach worked well
for short sequences, the performance dropped with longer sentences due to the
inability to compress very long sequences into a fixed-length vector. The atten-
tion mechanism was designed to address this problem.

Fig. 1. Illustration of the attention weights

Rather than encoding the input sequence into a fixed-length vector,
attention-based methods work by looking at specific parts of the input sequence
in order to generate each token of the output sequence. In other words, attention-
based models pay more attention (hence, the name) to different parts in the input
sentence, to generate each output token. In order to achieve it, a RNN (e.g..,
bidirectional RNN) is first applied to the input sequence. The intermediate states
of the RNN provide a rich set of features for each token of the input sentence.
The output sequence is then generated through another RNN which as part of
its input takes the previously computed intermediate states, weighted by a set
of attention weights for each output token.

Figure 1 (extracted from [21]1) illsutrates the main concepts: (X1,X2, ...,
XM ) is the input sequence. (h1, h2, ..., hM ) represents the forward hidden states
of the first (bidirectional) RNN. (h′

1, h
′
2, ..., h

′
M ) designates the corresponding

backward hidden states. Hi composed of the concatenation of hi, and h′
i, provides

a summary of Xi, and the tokens surrounding it. The target output token Yt is
generated by a second RNN. st is the hidden state for time t. It is computed
taking into account not only the previous hidden state st−1, the previous output
token Yt−1 but also the context

∑M
j=1 αtjHj . The weights αtj represent the

1 Notations were slightly modified.
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attention weights. They reflect which input tokens are important for each output
token, and are learned through Gradient Descent and Back-propagation. For
further details on attention-based models, we refer readers to [21].

3 Alexandr Algorithm

3.1 What Is the Central Idea?

This section describes Alexandr, a novel algorithm for extracting rules from a
trained attention-based model. The algorithm builds upon the attention weights
which by design, are learned to identify for each token of the output sequence, the
important tokens from the input sequence (Sect. 2). When adopting an attention-
based model as a classifier, the weights therefore indicate the important tokens
that lead to the prediction outcome. Finally, by aggregating over all the input
sequences that are classified by the attention-based model into a given class, the
attention weights can reveal the relevant sequence patterns for that class.

To illustrate the intuition, we consider the following sequence of DNS
queries in Fig. 2 that is submitted by an IoT device: device-metrics-
us.amazon.com, ntp.amazon.com, ntp.amazon.com,.., pindorama.amazon.com.
From such sequence, an attention-based model is trained to predict the vendor
of the IoT device. After vulnerabilities in devices from Belkin, Shenzhen, Ring
and other vendors were revealed and shown to be exploitable by hackers [26],
admins may want to know if any IoT device from those vendor is present in
their network. The trained attention model provides not only a prediction for
the vendor (e.g., amazon), but also as illustrated in Fig. 2, the attention weights
which indicate the important (sub-sequence of) DNS queries.

device-metrics-us.amazon.com ntp.amazon.com ntp.amazon.com ... pindorama.amazon.com
3e-06 0.12 0.19 ... 1e-08

Fig. 2. Illustration of attention weights. The first row represents the sequence of
queried domains, and the second row indicates the attention weight associated with
each domain by the attention-based model.

3.2 How Are the Rules Extracted?

We assume an attention-based model m, trained to classify input sequences from
X into classes in C, and a dataset D = (x1, x2, ..., xM ) comprising of M instances
in X . Each instance xi (i ∈ [1,M ]) is a sequence of up to L tokens. Algorithm 1
presents the main steps. For ease of illustration, the procedure describes the steps
to extract the rule for one given class c. However, the code can be easily extended
to generate the rules for all the classes in one single pass of the dataset D.

First, for each instance x from D, m is applied to x, with y denoting the
predicted class, and attention representing the attention weights for each of the
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Algorithm 1. Alexandr algorithm
1: procedure Alexandr(m, D, c)
2: for x in D do
3: y, attention ← m.predict(x)
4: if y == c then
5: for window.size in [1, max size] do
6: while slide window over x do
7: pattern ← x[window]
8: Sum weights of tokens in pattern
9: Update weights for pattern

10: end while
11: end for
12: end if
13: end for
14: Sort pattern in decreasing values of weights
15: Extract top max len patterns into list
16: for k in range(max len): do
17: Generate all disjunctions of length k from list
18: � Each combination is a candidate rule
19: Evaluate candidate rule over D
20: Compute f1-score of candidate rule
21: end for
22: Return candidate rule with highest f1-score
23: end procedure

tokens in x (line 3). If y equals the target class c (line 4), then we vary the
size of a window, and slide the window over x (lines 5 & 6). The tokens in the
window constitute a sequence pattern (line 7). The sum of the attention weights
corresponding to the tokens in the sequence pattern is calculated (line 8), and
the weight of the sequence pattern is then updated (line 9.)

To illustrate steps 5 from 9, we continue with the example from Fig. 2.
For a window of size 2, the window would first be set to “device-metrics-
us.amazon.com, ntp.amazon.com”, and the weight of this pattern would be set
to (3e-06+0.12). At the next step, the window would be set to “ntp.amazon.com,
ntp.amazon.com” (since the window size is 2), and the weight of that sequence
to (0.12+0.19).

After iterating over all instances from D, we obtain a set of patterns, each
associated with a weight. We then generate all combinations of disjunctions of
up to the top max len patterns. Each combination represents a candidate rule.
We evaluate each candidate rule over D, and returns the one which achieves the
largest f1-score (or desired metric).
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4 Evaluation

4.1 Dataset

We evaluate Alexandr on two independent datasets. The first one, dataset 1,
consists of the network traffic from 108 IoT devices deployed in a private lab.
The traffic is captured between January 1 2016, and December 31 2017. The
second dataset, dataset 2, is the publicly available packet trace captured at
UNSW from 21 IoT devices, from September 22, 2016 to October 11, 2016 [4].

For each dataset, we focus on the DNS traffic. More specifically, we define
an instance as the sequence of DNS requests submitted by an IoT device over
a period of a day. Each instance is labelled with the vendor of the IoT device.
Because devices are continuously added and removed from the lab, the number
of active devices on each day varies, and dataset 1 comprises 10,915 instances
from 41 vendors (Fig. 3 provides an excerpt of the IoT devices in dataset 1),
while dataset 2 includes 341 instances from 14 vendors. Eleven vendors (amazon,
belkin, google, ihome, lifx, netatmo, pixstar, samsung, smartlabs, tplink,
withings,) are present in both datasets.

Amazon Echo Honeywell Thermostat
Amazon FireTV iHome Plug

Apple TV iRobot Roomba
Arcsoft Camera LG TV
Belkin Camera Lifx Bulb

Belkin Motion-sensor Logitech Harmony
Belkin Plug Makerbot 3D Printer

Belkin Wemolink Movo Camera
Belkin Wemoswitch Netatmo Camera
Canary Camera Netatmo Weather-station
D-Link Camera Netgear Arlohub

Ecobee Thermostat Philips Bridge
Foscam Camera Pixstar Fotoconnect
Google Camera Ring Doorbell

Google Chromecast Samsung Hub
Google Nexus Samsung Refrigerator
Google Revue Skybell Doorbell

Google Thermostat TP-Link Hub
Gracedigital Mondo Withings Aura

Fig. 3. Excerpt of IoT devices in Dataset 1

4.2 Methodology

The goals are to train an attention-based model, and extract the rules using
Alexandr using one dataset; and then to emulate a deployment-in-the-wild sce-
nario by comparing the results from the attention-based model and the extracted



38 F. Le and M. Srivatsa

rules on the other dataset. Because dataset 1 is larger than dataset 2, both in
the number of instances, and number of classes, we train the attention-based
model, and extract rules using Alexandr on dataset 1, and then use dataset 2 to
understand how well the results generalize.

• Preprocessing: We preprocess the data by discarding DNS queries which
are not conducive to the classification objective, i.e., predicting the vendor
of the IoT device. This is similar to the elimination of stop words in Nat-
ural Language Processing. More specifically, we eliminate DNS queries to
common services (e.g., “pool.ntp.org, time.nist.gov, google.com, www.google.
com”), those that terminate in “.arpa”, and those that are sent only in the
local network (e.g., DNS queries ending in “.local”) as they may not be observ-
able at the point of packet capture. As a result, dataset1 comprises 10,298
remaining instances from 106 devices, which are in turn from 40 vendors,
while dataset 2 consists of 319 instances from 22 devices, and 15 vendors.

• Training: We split dataset 1, into a training and testing datasets according
to a 80:20 ratio using stratified sampling. Using the training dataset, we then
train an attention-based model to predict for each instance the vendor of the
IoT device. Embeddings of 256 dimensions are learned for each DNS query;
and both encoder and decoder consist of a GRU of 1,024 units. The lengths
of the instances vary from 1 to 171,301 DNS queries, with a median of 98
DNS queries. For each instance, we limit the length of the input sequences
and consider only the first 100 DNS queries.

• Extracting: We apply the Alexandr algorithm to the trained attention-
based model, and the training dataset to extract rules for each class. We
set window.size to 1 (Algorithm 1, line 5), and max len to 10 (Algorithm 1,
line 15). In other words, although Alexandr can learn patterns of different
lengths, we set the maximum length of each pattern to 1, and the maximum
number of disjunctions to 10. This is because compact rules tend to be eas-
ier to interpret, and with each pattern consisting of a single DNS query, a
middlebox can process incoming traffic in a stateless manner.

• Validating: First, we measure the performance of Alexandr on the testing
dataset. We compare the f1-scores of the initial attention-based model and
the extracted rules, and calculate the fidelity score of the rules by comparing
the percentage of instances from the testing dataset that are classified by the
extracted rules as in the same class than the initial attention-based model.
Then, to better understand the generalization performance, we compare the
performance of the attention-based model, and the extracted rules, on an
independent dataset, i.e., dataset 2.

4.3 Results

Table 1 summarizes the results using the train/test split method on dataset 1.
The extracted rules decrease the storage requirements, and inference latency,
by 4 orders of magnitude, compared to the initial attention-based model. The
inference latency represents the time taken to predict the class for every instance

www.google.com
www.google.com
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Table 1. Summary of results

Attention-based model Extracted rules

Memory 161 MB 2.8 KB

Inference latency (testing) 1,472 s 0.192 s

Average f1-score 0.998 0.995

Fidelity NA 98.94%

in the testing dataset in a sequential manner. The next paragraphs illustrate the
extracted rules, and discuss the results (e.g., f1-score, fidelity) on the testing
dataset in more details. Then, we validate the extracted rules on dataset 2.

Vendor Rule
lifx v2.broker.lifx.co
netatmo netcom.netatmo.net OR apicom.netatmo.net
philips dcp.cpp.philips.com OR bridge.meethue.com
... ...
withings scalews.withings.net

Fig. 4. Excerpt of extracted rules

Extracted Rules. Alexandr extracts a total of 40 rules, one for each class.
Figure 4 provides an excerpt of the extracted rules. The first shown rule means
that if a device sends a DNS query for v2.broker.lifx.co, then the IoT device is
from the vendor lifx. The second shown rule stipulates that if a device sends a
DNS query for net.com.netatmo.com or api.netatmo.com, then the IoT device
is from the vendor netatmo. The second rule is of length 2, as it consists of two
patterns. Across the 40 extracted rules, 32 of them (80%) have a length less than
or equal to 2, and the longest rule has a length of 6.

Precision, Recall, F1-Score. Table 2 reports the precision, recall, f1-score,
and their average for the attention-based model, and those for the extracted
rules, for the 40 classes on the testing dataset. The attention-based model
achieves an average f1-score of 0.998. In comparison, the extracted rules achieve
an average f1-score of 0.995. As such, the extracted rules provide interpretability
with a minimal loss in classification performance.

Fidelity. The fidelity metric represents how accurately the extracted rules cor-
respond to the initial trained attention-based model. It is typically calculated as
the percentage of examples classified by the extracted rules as in the same class
than the neural network. However, in our context, an instance might match mul-
tiple rules and get classified as belonging to multiple classes. More precisely, out
of 2,077 instances in the test dataset, 18 instances are classified as belonging to
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Table 2. Comparison of classification with attention-based model, and extracted rules

Attention-based model Extracted rules

Precision Recall f1-score Precision Recall f1-score

amazon 1.000 1.000 1.000 1.000 1.000 1.000

arcsoft 1.000 1.000 1.000 1.000 1.000 1.000

belkin 1.000 1.000 1.000 0.983 0.994 0.989

canary 1.000 1.000 1.000 1.000 1.000 1.000

d-link 1.000 1.000 1.000 1.000 1.000 1.000

ecobee 1.000 1.000 1.000 1.000 1.000 1.000

gracedigital 1.000 1.000 1.000 1.000 1.000 1.000

honeywell 1.000 1.000 1.000 1.000 1.000 1.000

ihome 1.000 1.000 1.000 1.000 1.000 1.000

irobot 1.000 0.952 0.976 1.000 0.952 0.976

lg 1.000 1.000 1.000 1.000 1.000 1.000

lifx 1.000 1.000 1.000 1.000 1.000 1.000

logitech 1.000 1.000 1.000 1.000 1.000 1.000

makerbot 1.000 1.000 1.000 1.000 1.000 1.000

movo 1.000 1.000 1.000 1.000 1.000 1.000

netatmo 1.000 1.000 1.000 1.000 1.000 1.000

netgear 1.000 1.000 1.000 1.000 1.000 1.000

philips 1.000 0.938 0.968 1.000 0.937 0.968

pixstar 1.000 1.000 1.000 1.000 1.000 1.000

roku 1.000 1.000 1.000 1.000 1.000 1.000

skybell 1.000 1.000 1.000 1.000 1.000 1.000

smartlabs 1.000 1.000 1.000 1.000 1.000 1.000

sonos 1.000 1.000 1.000 1.000 0.981 0.990

tp-link 1.000 1.000 1.000 1.000 1.000 1.000

wink 1.000 1.000 1.000 1.000 1.000 1.000

withings 1.000 1.000 1.000 1.000 1.000 1.000

zipta 1.000 1.000 1.000 1.000 1.000 1.000

... ... ... ... ... ... ...

Average 0.999 0.997 0.998 0.997 0.994 0.995

2 classes. The fraction of instances classified by the extracted rules as belonging
to more than one class therefore represents only 1% of the instances.

Given that the extracted rules might provide multiple classes for an instance,
if one of the provided class is the same as the one predicted by the attention-
based model, we count that instance as being classified by the extracted rules as
in the same class than the attention-basec model, and we obtain a fidelity score
of 98.94% (2,055 out of 2,077 instances) on the testing dataset.
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Table 3. Confusion matrix of attention-based model on independent dataset (dataset
2)
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amazon 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0

belkin 0 40 0 0 0 0 0 0 0 0 0 0 0 0 0

ecobee 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

google 0 0 0 6 0 0 0 0 0 0 19 0 0 0 0

ihome 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0

lifx 0 0 0 0 0 10 0 0 0 0 0 0 0 10 0

netatmo 0 0 0 0 0 0 40 0 0 0 0 0 0 0 0

pixstar 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0

samsung 0 0 0 0 0 0 0 0 1 0 0 0 0 23 0

smartlabs 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0

sonos 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

tplink 0 0 12 0 0 0 0 0 0 0 0 0 0 17 0

unknown 0 0 0 0 0 0 0 0 0 0 1 0 0 42 0

vera 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

withings 0 0 0 0 0 0 0 0 0 0 0 0 0 15 35

Generalization. In order to better understand the generalization performance,
we apply the attention-based model, and the extracted rules on dataset 2. Three
vendors from dataset 2 were not present in dataset 1 (blipcare, hp, invoxia). We
therefore label instances belonging to any of those vendors as “unknown”.

Table 3 depicts the confusion matrix of the attention-based model, while
Table 4 provides that of the extracted rules. Any instance not matching any
of the rules is classified as “unknown”. In contrast, the attention-based model
classifies all instances in one of the classes on which it was trained. It cannot
recognize “unknown” devices.

The attention-based model achieves a f1-score of 0.553. The poorer per-
formance can be explained by several factors. First, the training dataset did
not encompass all device types for each vendor. For example, although the
attention-based model was trained to identify devices from “google”, the train-
ing dataset did not include any Nest smoke detector, whereas dataset 2 did. As
such, instances from the Nest smoke detector were commonly misclassified. The
same issue happens with the class “samsung”: Dataset 2 contains “samsung”
camera, whereas the training dataset did not. Second, the attention-based model
cannot recognize “unknown” devices, but instead classify them as belonging to
one of the classes it was trained for (e.g., “sonos”, “vera”). Because dataset 2
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Table 4. Confusion matrix of rules on independent dataset (dataset 2)
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amazon 20 0 0 0 0 0 0 0 0 0 0 0

belkin 0 40 0 0 0 0 0 0 0 0 0 0

google 0 0 5 0 0 0 0 0 0 0 20 0

ihome 0 0 0 10 0 0 0 0 0 0 0 0

lifx 0 0 0 0 10 0 0 0 0 0 0 0

netatmo 0 0 0 0 0 40 0 0 0 0 0 0

pixstar 0 0 0 0 0 0 13 0 0 0 0 0

samsung 0 0 0 0 0 0 0 1 0 0 23 0

smartlabs 0 0 0 0 0 0 0 0 16 0 0 0

tplink 0 0 0 0 0 0 0 0 0 0 28 0

unknown 0 0 0 0 0 0 0 0 0 0 43 0

withings 0 0 0 0 0 0 0 0 0 0 15 35

did not in reality present any instance from those classes, their f1-score result in
0.0, decreasing the overall average f1-score.

In contrast, the rules achieve an average f1-score of 0.728 demonstrating that
the rules provide improved generalized performance. For few classes (“google”,
“samsung”), the rules resulted in poor performance, similarly to the attention-
based model. As explained above, this may be because the testing dataset
(dataset 2) including device types from those vendors that were not present
in the training dataset. However, for most classes (e.g., amazon, belkin, ihome,
lifx, netatmo, smartlabs, withings), the rules are performing as well as the
attention-based model, and correctly identify unknown devices.

5 Conclusion and Future Work

We introduced a novel efficient algorithm that allows one to extract interpretable
rules from a trained attention-based model. Evaluations using a train:test split
approach demonstrate that the rules not only reduce the storage requirements,
and inference latency, but also provide interpretability and achieve high f1-score,
and fidelity, with minimal loss compared to the initial attention-based model.
Further evaluation on an independent dataset shows improved generalization
performance, and the ability to identify unknown devices.

In the future, we will explore methods to extract not only positive evi-
dence but also negative evidence for the rules. To illustrate the current limi-
tations, a rule “belkin.com → belkin” may result in high false positive as not
only belkin devices, but users and mobile applications may also send queries
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to belkin.com. Instead, the integration of negative clauses, e.g., “belkin.com
AND not android.clients.google.com → belkin”, may provide even better per-
formance.

Acknowledgment. The authors would like to thank the anonymous reviewers for
their suggestions, and comments.
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Abstract. The IoT vision of a trillion connected devices over the next
decade requires reliable end-to-end connectivity and automated device
management platforms. While we have seen successful efforts for main-
taining small IoT testbeds, there are multiple challenges for the effi-
cient management of large-scale device deployments. With Industrial
IoT, incorporating millions of devices, traditional management methods
do not scale well. In this work, we address these challenges by design-
ing a set of novel machine learning techniques, which form a founda-
tion of a new tool, IoTelligent, for IoT device management, using traffic
characteristics obtained at the network level. The design of our tool is
driven by the analysis of 1-year long networking data, collected from
350 companies with IoT deployments. The exploratory analysis of this
data reveals that IoT environments follow the famous Pareto principle,
such as: (i) 10% of the companies in the dataset contribute to 90% of
the entire traffic; (ii) 7% of all the companies in the set own 90% of all
the devices. We designed and evaluated CNN, LSTM, and Convolutional
LSTM models for demand forecasting, with a conclusion of the Convolu-
tional LSTM model being the best. However, maintaining and updating
individual company models is expensive. In this work, we design a novel,
scalable approach, where a general demand forecasting model is built
using the combined data of all the companies with a normalization fac-
tor. Moreover, we introduce a novel technique for device management,
based on autoencoders. They automatically extract relevant device fea-
tures to identify device groups with similar behavior to flag anomalous
devices.

Keywords: Forecasting · Deep learning · Device management

1 Introduction

The high-tech industry expects a trillion new IoT devices will be produced
between now and 2035 [3,6,23]. These devices could range from simple sensors
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in everyday objects to complex devices, defined by the industrial and manufac-
turing processes. The Internet of Things ecosystem should include the necessary
components that enable businesses, governments, and consumers to seamlessly
connect to their IoT devices. This vision requires reliable end-to-end connectiv-
ity and device management platform, which makes it easier for device owners to
access their IoT data and exploiting the opportunity to derive real business value
from this data. The benefits of leveraging this data are greater business efficien-
cies, faster time to market, cost savings, and new revenue streams. Embracing
these benefits ultimately comes down to ensuring the data is secure and readily
accessible for meaningful insights.

The Arm Mbed IoT Device Management Platform [4] addresses these require-
ments by enabling organizations to securely develop, provision and manage con-
nected devices at scale and by enabling the connectivity management [5] of
every device regardless of its location or network type. The designed platform
supports the physical connectivity across all major wireless protocols (such as
cellular, LoRa, Satellite, etc.) that can be managed through a single user inter-
face. Seamlessly connecting all IoT devices is important in ensuring their data is
accessible at the appropriate time and cost across any use case. While we could
see successful examples of deploying and maintaining small IoT testbeds, there
are multiple challenges in designing an efficient management platform for large-
scale device deployments. The operators of IoT environments may not be fully
aware of their IoT assets, let alone whether each IoT device is functioning and
connected properly, and whether enough networking resources and bandwidth
allocated to support the performance objectives of their IoT networks. With the
IoT devices being projected to scale to billions, the traditional (customized or
manual) methods of device and IoT networks management do not scale to meet
the required performance objectives.

In this work, we aim to address these challenges by designing a set of novel
machine learning techniques, which form a foundation of a new tool, IoTelligent,
for IoT networks and device management, using traffic characteristics obtained at
the network level. One of the main objectives of IoTelligent is to build effective
demand forecasting methods for owners of IoT ecosystems to manage trends,
predict performance, and detect failures. The insights and prediction results of
the tool will be of interest to the operators of IoT environments.

For designing the tool and appropriate techniques, we utilize the unique set
of real (anonymized) data, which were provided to us by our business partners.
This dataset represents 1-year of networking data collected from 350 compa-
nies with IoT deployments, utilizing the Arm Mbed IoT Device Management
Platform. The exploratory analysis of the underlying dataset reveals a set of
interesting insights into the nature of such IoT deployments. It shows that the
IoT environments exhibit properties similar to the earlier studied web and media
sites [8,9,20,28] and could be described by famous Pareto principle [1], when the
data distribution follows the power law [2]. The Pareto principle (also known as
the 80/20 rule or the “law of the vital few”) states that for many events or
data distributions roughly 80% of the effects come from 20% of the causes.
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For example, in the earlier web sites, 20% of the web pages were responsible for
80% of all the users accesses [8]. The later, popular web sites follow a slightly
different proportion rule: they often are described by 90/10 or 90/5 distribu-
tions, i.e., 90% of all the user accesses are targeting a small subset of popular
web pages, which represent 5% or 10% of the entire web pages set.

The interesting findings from the studied IoT networking dataset can be
summarized as follows:

– 10% of the companies in the dataset contribute to 90% of the entire traffic;
– 7% of all the companies in the dataset own 90% of all the devices.

IoTelligent tool applies machine learning techniques to forecast the companies’
traffic demands over time, visualize traffic trends, identify and cluster devices,
detect device anomalies and failures. We designed and evaluated CNN, LSTM,
and Convolutional LSTM models for demand forecasting, with a conclusion
of the Convolutional LSTM model being the best. To avoid maintaining and
upgrading tens (or hundreds) of models (a different model per company), we
designed and implemented a novel, scalable approach, where a global demand
forecasting model is built using the combined data of all the companies. The
accuracy of the designed approach is further improved by normalizing the “con-
tribution” of individual company data in the combined global dataset. To solve
the scalability issues with managing the millions of devices, we designed and eval-
uated a novel technique based on: (i) autoencoders, which extract the relevant
features automatically from the network traffic stream; (ii) DBSCAN clustering
to identify the group of devices that exhibit similar behavior, to flag anomalous
devices. The designed management tool paves the way the industry can monitor
their IoT assets for presence, functionality, and behavior at scale without the
need to develop device-specific models.

2 Dataset and the Exploratory Data Analysis

The network traffic data was collected from more than 350 companies for a total
duration of one year. The traffic data is binned using 15 min time window, used
for billing purposes.

– Unix timestamp;
– Anonymous company ids;
– Anonymous device ids per company;
– The direction of the network traffic (to and from the device);
– Number of bytes transmitted in the 15 min interval;
– Number of packets transmitted in the 15 min interval.

Preliminary analysis was done to find the most impactful and well-established
companies. We found that the companies’ data that represent two essential met-
rics, such as the networking traffic amount and number of deployed IoT devices,
both follow the Pareto law. The main findings from the studied IoT networking
dataset can be summarized as follows:
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– 10% of the companies in the dataset contribute to 90% of the entire traffic;
– 7% of all the companies in the dataset own 90% of all the devices.

Figure 1 shows on the left side the logscale graph of CDF (Cumulative Dis-
tribution Function) of the traffic (where one can see that 10% of the companies
in the dataset contribute to 90% of the entire traffic) and the CDF of the devices
per company distribution (where one can see that 7% of all the companies in
the dataset own 90% of all the devices). Also, it is quite interesting to note how
significant and sizable the contributions are of the first 5–10 companies on those
graphs: both for the networking traffic volume and the number of overall devices.

Fig. 1. (left) CDF of networking traffic; (right) CDF of devices.

Another interesting observation was that companies with highest number
of devices did not correspond to companies with maximum amount of traffic,
and vice versa, the high volume traffic companies did not have a lot of devices
(Fig. 2). This makes sense, for example, a difference in the outputs of hundreds
of simple sensors and a single recording camera. Among some other insights
into special properties of many IoT environments (at the networking level) we
observe the pronounced diurnal and weekly patterns, and changes in the traffic
patterns around some seasonal events and holidays. It could be explained by the
fact that many IoT environments are related to human and business activities.

Fig. 2. (left) Networking traffic per company; (right) Number of devices per company.
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3 Demand Forecasting

The demand forecasting problem is formulated in the following way. Given a
recent month’s traffic pattern for a company, what is the expected traffic for
this company a week ahead? This problem requires that a predictive model
forecasts the total number of bytes for each hour over the next seven days.
Technically, this framing of the problem is referred to as a multi-step time series
forecasting problem, given the multiple forecast steps. Choosing the right time
granularity for (i) making the prediction and (ii) data used in the model, is
another important decision for this type of a problem.

We found that a reasonable trade-off would be to use 1 h time granularity.
This eliminates the small noises in traffic and also ensures that we have a suffi-
cient data to train our models on.

3.1 Modeling Approach

Based on our exploratory data analysis, we select 33 companies with largest
traffic and 5 companies with largest number of devices. These companies are
responsible for 90% of the networking traffic volume and 90% of IoT devices.
Therefore, by designing and evaluating the modeling approach for these com-
panies, we could efficiently cover the demand forecasting for 90% of the traffic
volume and assessing the monitoring solution for 90% of devices.

The specific goal is to predict the company traffic for a next week given the
previous three weeks of traffic data in an hourly time granularity. We use a deep
learning based approach for demand forecasting, because deep learning methods
are robust to noise, highly scalable, and generalizable. We have considered three
different deep learning architectures for demand forecasting: CNN, LSTM, and
Convolutional LSTM in order to compare their outcome and accuracy.

Convolutional Neural Network (CNN) [21]: It is a biologically inspired
variant of a fully connected layer, which is designed to use minimal amounts
of preprocessing. CNNs are made of Convolutional layers that exploit spatially-
local correlation by enforcing a local connectivity pattern between neurons of
adjacent layers. The main operations in Convolution layers are Convolution,
Activation (ReLU), Batch normalization, and Pooling or Sub-Sampling. The
CNN architecture, used in our experiments, has 4 main layers. The first three
layers are one-dimensional convolutional layers, each with 64 filters and relu
activation function, that operate over the 1D traffic sequence. Each convolutional
layer is followed by a max-pooling layer of size 2, whose job is to distill the
output of the convolutional layer to the most salient elements. A flatten layer
is used after the convolutional layers to reduce the feature maps to a single
one-dimensional vector. The final layer is a dense fully connected layer with 168
neurons (24 h × 7 d) with linear activation and that produces the forecast by
interpreting the features extracted by the convolutional part of the model.

Long Short Term Memory (LSTM) [13,15]: It is a type of Recurrent Neural
Network (RNN), which takes current inputs and remembers what it has per-
ceived previously in time. An LSTM layer has a chain-like structure of repeating
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units and each unit is composed of a cell, an input gate, an output gate, and
a forget gate, working together. It is well-suited to classify, process, and pre-
dict time series with time lags of unknown size and duration between important
events. Because LSTMs can remember values over arbitrary intervals, they usu-
ally have an advantage over alternative RNNs, Hidden Markov models, and other
sequence learning methods in numerous applications. The model architecture,
used in our experiments, consists of two stacked LSTM layers, each with 32
LSTM cells, followed by a dense layer with 168 neurons to generate the forecast.

Convolutional LSTM [30]: Convolutional LSTM is a hybrid deep learning
architecture that consists of both convolutional and LSTM layers. The first two
layers are the one-dimensional Convolutional layers that help in capturing the
high-level features from the input sequence of traffic data. Each convolutional
layer is followed by a max-pooling layer to reduce the sequence length. They are
followed by two LSTM layers, that help in tracking the temporal information
from the sequential features, captured by the convolutional layers. The final layer
is a dense fully connected layer, that gives a forecasting output.

We use batch-normalization and dropout layers in all our models. To evaluate
the prediction accuracy of the designed models, we compare the predicted value
Xpred

n with the true, measured value Xn using following error metrics:

Mean Absolute Error (MAE):

MAE =
1
N

ΣN
n=1|Xn − Xpred

n |

Mean Squared Error (MSE):

MSE =
1
N

ΣN
n=1(Xn − Xpred

n )
2

3.2 Individual Model per Company

This is the naive approach where each company has it’s own demand forecasting
model, that is, the model for each company is trained by using only the data
from that particular company as shown in Fig. 3 (a).

So, for each company, we trained three models with the architectures
described above (i.e., CNN, LSTM, and Convolutional LSTM). Figure 4 (a)
presents the detailed parameters of the designed Convolutional LSTM, while
Fig. 4 (b) reflects the relative performance of three different architectures (with
the MAE error metrics). We found that for both error metrics the Convolutional
LSTM model performs better than the other two architectures. When comparing
architectures’ accuracy by using MAE and MSE, we can see that Convolutional
LSTM outperforms CNN by 16% and 23% respectively, and outperforms LSTM
by 43% and 36% respectively. Therefore, only Convolutional LSTM archi-
tecture is considered for the rest of the paper. Finally, Fig. 5 shows an example
of company A (in the studied dataset): its measured networking traffic over time
and the forecasting results with the Convolutional LSTM model.
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Fig. 3. (a) Each company has its own prediction model, (b) Using one model for all
the companies, trained on the combined dataset.

Fig. 4. (a) Model Architecture of Convolutional LSTM Model; (b) Comparing per-
formance of the three architectures: Convolutional LSTM achieves best performance.

Building an individual model per each company has a benefit that this app-
roach is simple to implement. But this method has significant drawbacks. First,
the model easily overfits on the training data since it’s trained only using limited
data from a particular company resulting in poor forecasting performance. Sec-
ondly, it is not scalable as the number of required forecasting models is directly
proportional to the number of companies. The service provider has to deal with
the models’ maintenance, their upgrades, and retraining (with new data) over
time. Therefore, in the next Sect. 3.3, we aim to explore a different approach,
which enables a service provider to use all the collected, global data for building
a single (global) model, while using it for individual company demand forecast-
ing. Only Convolutional LSTM architecture is considered in the remaining of
the paper (since as shown, it supports the best performance).
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Fig. 5. Company a: the 4th week demand forecast based on data from the previous 3
weeks.

3.3 One Model for All Companies - Without Normalization

In this approach, we train a single Convolutional LSTM model for demand fore-
casting by using data from all the companies. The networking traffic data from
all the companies were combined. The data from January to October were used
for training the model, and the data from November and December were used
as the test set.

This method is highly scalable since it trains and utilizes a single model
for demand forecasting of all companies. While this approach is very attractive
and logical, it did not always produce good forecasting results. Fig. 6 shows the
forecasting made by this global model for Company A (with this company we are
already familiar from Fig. 5). As we can see in Fig. 6, the model fails to capture
a well-established traffic pattern.

Fig. 6. Demand forecasting using the Global model trained on data without
normalization.
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One of the explanations of the observed issue is that this company’s traffic
constitutes a very small fraction compared to the other companies in the com-
bined dataset. So, the globally trained model has “learned” the traffic patterns
of larger companies in the set, while has “downplayed” the traffic patterns of
smaller companies. The reason the model fails to capture a well-established traf-
fic pattern for companies with less traffic is because, the traffic prediction loss in
terms of absolute value is still small. However, it is not a desirable outcome as
we would like our model to capture the traffic pattern even for companies with
low traffic.

3.4 One Model for All Companies - with Normalization

This method aims to address the issues of the previous two approaches. In this
method, the data from each company is normalized, that is, all the data subsets
are scaled so that they lie within the same range. We use the min-max scaling
approach to normalize the data subsets so that the values of the data for all
companies lie between 0 and 1. Equation 1 shows the formula used for min-max
scaling, where ‘i’ refers to the ‘i’th company.

Xi
norm =

Xi − Xi
min

Xi
max − Xi

min

(1)

Then a single deep learning model for forecasting is trained using the normalized
data of all companies. The predicted demand (forecast) is then re-scaled using
Eq. 2 to the original scale.

Xi = Xi
norm ∗ (Xi

max − Xi
min) + Xi

min (2)

This method of training the global model gives equal importance to the data from
all companies and treats them fairly. The designed model does not over-fit and
is generalizable since it is trained on the data from multiple companies. Figure 7
graphically reflects the process of the global model creation with normalized
data from different companies.

Fig. 7. One global prediction model is trained by using the normalized data from all
the companies.
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Figure 8 shows that the designed forecasting model can capture well the
patterns of companies with low traffic volume (such as Company A).

Fig. 8. Demand forecasting using the Global model trained on data with normalization.

4 Introducing Uncertainty to Forecasting Models

In the previous section, we designed a single global model with normalization,
that can be used to forecast for multiple companies. But demand forecasting
is a field, where an element of uncertainty exists in all the predictions, and
therefore, representing model uncertainty is of crucial importance. The standard
deep learning tools for forecasting do not capture model uncertainty. Gal et al.
[12] propose a simple approach to quantify the neural network uncertainty, which
shows that the use of dropout in neural networks can be interpreted as a Bayesian
approximation of a Gaussian process - a well known probabilistic model. Dropout
is used in many models in deep learning as a way to avoid over-fitting, and it
acts as a regularizer. However, by leaving it “on” during the prediction, we
end up with the equivalent of an ensemble of subnetworks, within our single
larger network, that have slightly different views of the data. If we create a
set of T predictions from our model, we can use the mean and variance of these
predictions to estimate the prediction set uncertainty. Figure 9 shows the forecast
with uncertainty for Company A, using the global model with normalization.
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Fig. 9. Demand forecasting with uncertainty for Global model trained on data with
normalization.

To evaluate the quality of forecast based on uncertainty, we introduce Pre-
diction Interval Coverage Probability (PICP) metric.

4.1 Prediction Interval Coverage Probability (PICP)

PICP tells us the percentage of time an interval contains the actual value of
the prediction. Equations 3–5 show the calculation of PICP metric, where l is
the lower bound, u is the upper bound, xi is the value at timestep i, ŷ is the
mean of the predicted distribution, z is the number of standard deviations from
the Gaussian distribution, (e.g., 1.96 for a 95% interval), and σ is the standard
deviation of the predicted distribution.

l(xi) = ŷi − z ∗ σi (3)

u(xi) = ŷi + z ∗ σi (4)

PICPl(x),u(x) =
1
N

N∑

i=1

hi, where hi =
{

1, if l(xi) ≤ yi ≤ u(xi)
0, otherwise

(5)

4.2 Evaluating Forecast with Uncertainty

We evaluate the overall performance of our global forecast model, introduced
in Sect. 3.4, based on the PICP metric described above. The forecasting is done
100 times for each company with a dropout probability of 0.2, and then the
mean and standard deviations are obtained for each company. Figure 10 shows
the global model’s forecast for the third week of December for two different
companies: Company B and Company C. As we can see from the plot, the model
captures the traffic pattern, but still, the predicted values show some deviations
from the actual values. This results in some errors when using the traditional
error metrics discussed in Sect. 3.1, though the model is performing very well.
Therefore, introducing uncertainty helps the model to generate a reasonable
forecast distribution. Figure 11 shows the forecast with uncertainty, where the
different shades of blue indicate the uncertainty interval, obtained for different
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values of uncertainty multipliers. As we can see from the plot, the single global
forecasting model can capture well the general traffic trends across multiple
companies. Figure 12 shows the mean PICP calculated across all the companies
for the different uncertainty multipliers.

Fig. 10. Demand forecasting with Global model trained on data with normalization.

We find that on an average 50% of the forecast values lie within the predicted
interval with one standard deviation, 74% for two standard deviations and 85%
for three standard deviations. The forecast samples which lied outside the pre-
dicted interval were mostly due to the fact that the months of November and
December had lots of holidays and hence those days did not follow the captured
traffic pattern.

Fig. 11. Demand forecasting with uncertainty using the Global model trained on data
with normalization.

Fig. 12. Mean PICP for different values of sigma multiplier.
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5 Device Monitoring and Diagnostics

Once an Internet of Things (IoT) ecosystem is installed, it does not follow a “fire
and forget” scenario. There will be unforeseen operational issues, some devices
will fail and/or would need to be either repaired or replaced. Each time this
happens, the company is on the mission to minimize the downtime and ensure
that its devices function properly to protect their revenue stream. However, to
address the issues of failed or misbehaving devices, we need to identify such
devices in the first place. Therefore, the ability to monitor the device’s health
and being able to detect, when something is amiss, such as higher-than-normal
network traffic or “unusual” device behavior, it is essential to proactively iden-
tify and diagnose potential bugs/issues. Again, large-scale IoT deployments is a
critical and challenging issue. When there are thousands of devices in the IoT
ecosystem, it becomes extremely difficult to efficiently manage these devices as
it is practically impossible to monitor each device individually. So, we need an
efficient way to analyze the observed device behaviors and identify devices that
show an anomalous (“out of usual norm”) behavior.

Anomalous or failed devices can be categorized into two types:

1. The devices that behave significantly different from the other devices;
2. The devices whose observed behavior suddenly changes from its “normal”

behavior over time.

The following Section describes the designed technique to accomplish the device
monitoring and diagnostic via device categorization over time.

5.1 Cluster Devices Based on Their Traffic Patterns and Identify
Anomalous Devices

When there are thousands of devices in a given IOT Ecosytem, there usually
exist multiple devices of the same type or having similar behavior. We identify
these groups of devices in an unsupervised manner based on their network traffic
pattern over a given month. Figure 13 shows an overview of the proposed method
and its steps to obtain the groups of “similar” devices:

– The monthly network traffic from the thousands of IoT devices are passed
through an autoencoder to extract features in the latent space in an unsu-
pervised manner.

– Then we use a density-based clustering algorithm, DBSCAN, on the latent
space to identify the groups of similar devices. The objective is to learn what
normal data points looks like and then use that to detect abnormal instances.
Any instance that has a low affinity to all the clusters is likely to be an
anomaly.
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Fig. 13. The pipeline for clustering similar groups of devices and detecting noisy
devices based on their traffic patterns.

Autoencoder [22]: It is a neural network capable of learning dense representa-
tions of the input data, called latent space representations, in an unsupervised
manner. The latent space has low dimensions which helps in visualization and
dimensionality reduction. An autoencoder has two parts: an encoder network
that encodes the input values x, using an encoder function f, and, a decoder
network that decodes the encoded values f(x), using a decoder function g, to
create output values identical to the input values. Autoencoder‘s objective is to
minimize reconstruction error between the input and output. This helps autoen-
coders to capture the important features and patterns present in the data in a
low dimensional space. When a representation allows a good reconstruction of
its input, then it has retained much of the information present in the input. In
our experiment, an autoencoder is trained using the monthly traffic data from
the IoT devices which captures the important features or the encoding of the
devices in the latent space.

Architecture of the Autoencoder: We use a stacked autoencoder in our
experiment with two fully connected hidden layers each in the encoder and the
decoder. The central bottle neck layer was a fully connected layer with just three
neurons which helps in reducing the dimensions. We used mean squared error as
the reconstruction loss function.

DBSCAN [11]: (Density-Based Spatial Clustering of Applications with Noise),
is a density-based clustering algorithm that captures the insight that clusters
are dense groups of points. If a particular point belongs to a cluster, it should be
near to lots of other points in that cluster. The algorithm works in the following
order: First, we choose two parameters, a positive number, epsilon and a natural
number, minPoints. We then begin by picking an arbitrary point in our dataset.
If there are more than minPoints points within a distance of epsilon from that
point, (including the original point itself), we consider all of them to be part of
a “cluster”. We then expand that cluster by checking all of the new points and
seeing if they too have more than minPoints points within a distance of epsilon,
growing the cluster recursively if so. Eventually, we run out of points to add to
the cluster. We then pick a new arbitrary point and repeat the process. Now,
it’s entirely possible that a point we pick has fewer than minPoints points in its
epsilon ball, and is also not a part of any other cluster. If that is the case, it’s
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considered a “noise point” not belonging to any cluster and we mark that as an
anomaly.

Fig. 14. Number of clusters per company when visualized in the latent space. The
black points represent the anomalous devices

Figure 14 shows the latent space and the clusters obtained for Company
A(left) and Company B(right). Companies A and B had more than 30000 devices
each, installed in their IoT ecosystems and they had three and nine unique types
of devices respectively. Based on the devices’ traffic patterns observed over the
period of a month, the autoencoder mapped the devices of the same type close to
each other while the devices of different types were mapped far apart from each
other in the latent space. When DBSCAN clustering was applied in the latent
space, we observed that the number of distinct clusters formed was exactly the
same as the corresponding number of device types per company. The devices
which didn’t fall in these well formed clusters because of their different traffic
patterns were marked as anomalies and are represented by the black points.

6 Related Work

Demand forecasting has been broadly studied due to the problem importance
and its significance for utility companies.Statistical methods use historical data
to make the forecast as a function of most significant variables. The detailed
survey on regression analysis for the prediction of residential energy consumption
is offered in [7] where the authors believe that among statistical models, linear
regression analysis has shown promising results because of satisfactory accuracy
and simpler implementation compared to other methods. In many cases, the
choice of the framework and the modeling efforts are driven by the specifics of
the problem formulation.
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While different studies have shown that demand forecasting depends on mul-
tiple factors and hence can be used in multivariate modeling, the univariate
methods like ARMA and ARIMA [24,25] might be sufficient for short term fore-
cast. Machine learning (ML) and artificial intelligence (AI) methods based on
neural networks [17,27], support vector machines SVM) [10], and fuzzy logic [26]
were applied to capture complex non-linear relationships between inputs and out-
puts. When comparing ARIMA, traditional machine learning, and artificial neu-
ral networks (ANN) modeling, some recent articles provide contradictory results.
In [16], ARIMA achieves better results than ANN, while the study [14] claims
that ANNs perform slightly better than ARIMA methods. In our work, we con-
struct a deep-learning based Convolutional LSTM forecasting model (a hybrid
model with both Convolutional and LSTM layers). The Convolutional LSTM
model works well on time series data as shown in [18,19] for activity recogni-
tion and in [30] for forecasting rainfall. They are good in long term demand
prediction, and indeed, automatically captures non-linear patterns.

In general, the quality and the prediction power of the models designed by
using ML and AI methods critically depend on the quality and quantity of
historical data. To create a good forecasting model, several approaches have
been developed in the literature. One such approach is an ensemble of multiple
forecasting methods applied on the same time series data and a weighted average
of their forecasts is used as a final result [29]. In our work, we pursue a different
approach by making use of the normalized data from multiple companies and
train a single global model to make traffic predictions. This makes our method
highly scalable.

7 Conclusion

In our work, we proposed IoTelligent, a tool that applies machine learning tech-
niques to forecast the companies’ traffic demands over time, visualize traffic
trends, identify and cluster devices, detect device anomalies and failures. We
showed that among the different neural network architectures, Convolutional
LSTM model performed the best for demand forecasting. In order to avoid main-
taining and upgrading tens (or hundreds) of models (a different model per com-
pany), we designed and implemented a novel, scalable approach, where a global
demand forecasting model is built using the combined data of all the compa-
nies. This method was improved by normalizing the “contribution” of individual
company data in the combined global dataset. We also introduced uncertainty
intervals to the forecasts to provide better information to the users. To solve the
scalability issues with managing the millions of devices, we designed and eval-
uated a novel technique based on: (i) autoencoders, which extract the relevant
features automatically from the network traffic stream; (ii) DBSCAN clustering
to identify the group of devices that exhibit similar behavior, in order to flag
anomalous devices. The designed management tool paves the way the industry
can monitor their IoT assets for presence, functionality, and behavior at scale
without the need to develop device specific models.
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Abstract. The next era of the Internet of Things (IoT) calls for a large-
scale deployment of edge devices to meet the growing demands of appli-
cations such as smart cities, smart grids, and environmental monitoring.
From low-power sensors to multi-core platforms, IoT devices are prone to
failures due to the reliability degradation of electronic circuits, batteries,
and other components. As the network of heterogeneous devices expands,
maintenance costs due to system failures become unmanageable, mak-
ing reliability a major concern. Prior work has shown the importance of
automated reliability management for meeting lifetime goals for individ-
ual devices. However, state-of-the-art network simulators do not provide
reliability modeling capabilities for IoT networks.

In this paper, we present an integrated reliability framework for IoT
networks based on the ns-3 simulator. The lack of such tools restrained
researchers from doing reliability-oriented analysis, exploration, and pre-
dictions early in the design cycle. Our contribution facilitates this, which
can lead to the design of new network reliability management strategies.
The proposed framework, besides reliability, incorporates three other
interrelated models - power, performance, and temperature - which are
required to model reliability. We validate our framework on a mesh net-
work with ten heterogeneous devices, of three different types. We demon-
strate that the models accurately capture the power, temperature, and
reliability dynamics of real networks. We finally simulate and analyze two
examples of energy-optimized and reliability-optimized network configu-
rations to show how the framework offers an opportunity for researchers
to explore trade-offs between energy and reliability in IoT networks.

1 Introduction

The Internet of Things (IoT) is a growing network of heterogeneous devices, com-
bining residential, commercial, and industrial domains. Devices range from low-
power sensors with limited computational capabilities to multi-core platforms
c© Springer Nature Switzerland AG 2020
W. Song et al. (Eds.): ICIOT 2020, LNCS 12405, pp. 63–81, 2020.
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on the high-end. From small scale (e.g., smart homes) to large scale (e.g., smart
cities) applications, the IoT provides infrastructure and services for enhancing
the quality of life and use of resources. By 2025, the IoT is expected to connect
41 billion devices [14].

The unprecedented scale and heterogeneity of the IoT pose major research
challenges that have not been faced before. While ongoing research efforts aim
at optimizing power efficiency and performance [29,30], an aspect that has often
been neglected is the reliability of the devices in the network. The common
property for these devices is that they age, degrade and eventually require
maintenance in the form of repair, component replacement, or complete device
replacement. Since an enormous number of heterogeneous devices are intercon-
nected in IoT networks, the maintenance costs will increase accordingly. Cisco
recently anticipated that for 100K devices that operate IoT smart homes, around
$6.7M/year will be spent for administration and technical diagnosis related to
system failures, comprising between 30% to 70% of total costs [7]. Without a
proper reliability management strategy, IoT solutions are strongly limited as it
becomes infeasible to maintain increasingly large networks.

Exploring reliability management strategies requires a convenient tool for
reliability evaluation. In respect of this, simulators are widely used tools in
research and industry to evaluate and validate networks, to study novel meth-
ods without the need for real deployments when resources are limited. However,
existing network simulators do not support aging/degradation and reliability
modeling or analysis. Popular network simulators, e.g., ns-3 [6], OMNeT++ [5],
and OPNET [9] are equipped with a rich collection of communication models,
allowing the assessment of network performance (throughput, delay, utilization,
etc.) under different protocols. Recent research also integrated energy models
and an energy-harvesting framework to the platform [25,27]. Yet it is not pos-
sible to analyze the reliability of IoT networks with the existing tools because
they lack built-in reliability models. It should be noted that we refer to the
aging and reliability degradation of the hardware of an IoT device, and not to
the communication reliability.

To address this gap in reliability analysis, we propose a simulation framework
named RelIoT , which allows practical and large-scale reliability evaluation of IoT
networks. The framework is implemented in ns-3 [6], a discrete-event network
simulator with low computational overhead and low memory demands. Up to
one billion nodes can be simulated with ns-3 [19]. In recent years, with the
addition of models for various network settings and protocols through open-
source contributions, ns-3 has established itself as a de facto standard network
simulation tool. To allow reliability simulation in ns-3, RelIoT integrates the
following modules:

– Power Module: Supports power consumption simulation for various workloads
with configurable power models.

– Performance Module: Works in cooperation with the power module to provide
performance predictions for a given workload.



RelIoT : Reliability Simulator for IoT Networks 65

– Temperature Module: Estimates the internal temperature of a device based
on its power consumption.

– Reliability Module: Evaluates the device reliability using the existing thermal-
based degradation models [16,23,32].

To the best of our knowledge, RelIoT 1 is the first reliability analysis frame-
work for heterogeneous IoT networks, taking thermal characteristics as well
as power and performance into account. RelIoT enables researchers to explore
trade-offs between power, performance, and reliability of network devices. More-
over, RelIoT incurs only a marginal performance overhead on the default ns-3,
making it scalable for simulating large networks. For the scalability analysis
of the default ns-3, the reader is referred to previous works [19,20]. We vali-
date our framework with two real-world experiments, showing RelIoT estimates
power, performance, and temperature with errors of less than 3.8%, 4.5%, and
±1.5 ◦C respectively. We validate reliability models against the results from
existing literature. Finally, we built a mesh network testbed to illustrate that
RelIoT can effectively capture the average long-term power and thermal behav-
ior of devices in a dynamic network. Finally, we provide example simulation
results from RelIoT to motivate the need for reliability-aware management and
to show the differences between energy-driven and reliability-driven management
strategies.

The rest of the paper is organized as follows: Sect. 2 reviews power, per-
formance, and reliability simulation techniques introduced by previous works.
The overall structure of our proposed framework and details of models is elabo-
rated in Sect. 3 and Sect. 4. Section 5 describes the evaluation setup and further
discusses the results. The paper concludes in Sect. 6.

2 Related Work

Network Simulators for Power and Performance. Network simulators are
used to study the behavior of computer networks and evaluate communication
protocols prior to deployment. Popular examples are: ns-3 [6], OMNeT++ [5],
and OPNET [9], all of which are discrete event-based and open-source. The
standard versions of these network simulators are designed only for analyzing
communication performance, lacking consideration for computation power, per-
formance, and reliability of network devices.

Motivated by energy constraints in battery-powered sensor networks, several
works have integrated power modeling and analysis with different granularity.
Wu et al. [27] first introduced energy source models and device energy mod-
els to ns-3. They used existing analytical battery models and relied on hard-
ware datasheets to build WiFi radio energy models. In another work named
PASES [18], the authors construct accurate power consumption models for both
processor and radio components of network devices by hardware design space

1 RelIoT is available at: https://github.com/UCSD-SEELab/RelIoT.

https://github.com/UCSD-SEELab/RelIoT
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exploration. In network simulators, usually, the accuracy of power models is com-
promised for attaining low computational costs. To provide flexible options for
heterogeneous devices in an IoT network, RelIoT offers two configurable power
models with different granularity, while allowing extensions for user-specified
models.

For IoT performance, iFogSim [13] and EdgeCloudSim [22] incorporated com-
putation performance (e.g. processing delay) to simulate end-to-end latency of
a multi-level IoT structure including cloud servers, gateways, and sensors. Both
toolkits employ low accuracy estimations such as look-up tables for latency and
power analysis. RelIoT does a finer-grained estimation for different types of IoT
devices running various applications.

Reliability Modeling and Management. Prior work has studied reliabil-
ity degradation phenomena on processor-based systems. The considered failure
mechanisms include Time-Dependent Dielectric Breakdown (TDDB), Negative
Bias Temperature Instability (NBTI) and Electromigration (EM), which all limit
device lifetime [16,23,32]. In these works, the reliability degradation problem is
approached in two steps: (i) Physical-level models are built to quantify the relia-
bility degradation due to voltage and temperature stress, which are influenced by
the environmental conditions and workload variations. (ii) Based on the reliabil-
ity degradation models, a management algorithm is designed to optimize perfor-
mance while satisfying reliability constraints. The trade-off between performance
and reliability could be adjusted during runtime by voltage scaling [16,23,32],
task scheduling [10], or both [17]. The recent work by Mercati et al. [17] imple-
ments the above-mentioned models on a mobile phone, showing as much as a
one-year improvement on lifetime with dynamic reliability management. Despite
the impressive results on individual devices, reliability management for IoT net-
works is yet to be investigated. Recently, a dynamic optimization approach was
proposed to manage battery reliability degradation in IoT networks, but their
work does not consider the reliability of other device components (e.g., proces-
sor) [12].

In this work, we propose RelIoT, a framework for end-to-end reliability sim-
ulation in IoT networks to enable investigation of reliability trade-offs and pro-
totyping of reliability management strategies. We develop and integrate power,
performance, temperature, and reliability modules into ns-3. In contrast to prior
work on network simulators, RelIoT offers temperature and reliability estimation
for the networked devices.

3 Reliability Framework for RelIoT

In this section, we give a background on ns-3 and its features, then describe the
overall structure of RelIoT and its integration with ns-3.
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3.1 ns-3 Preliminary

ns-3 is built as a system of libraries that work together to simulate a computer
network. To do simulation using ns-3, the user writes a C++ program that links
the various elements from the library needed to describe the communication
network being simulated. ns-3 has a library of objects for all of the various ele-
ments that comprise a network (objects are highlighted in italics). Nodes are a
representation of computing devices that connect to a network. Sensors, routers,
hubs, gateways, and servers in the IoT architecture can be all considered Node
objects. Figure 1a shows the structure of a typical ns-3 Node. Net Devices repre-
sent the physical device that connects a Node to a communications Channel. For
example, the Net Device can be a simple Ethernet network interface card or a
wireless IEEE 802.11 device, and the Channel could be a fiber–optic link or the
wireless spectrum. Packets are the fundamental unit of information exchange in
a network. A Packet contains headers describing the information needed by the
protocol implementation and a payload which represents the actual data being
communicated between network devices. Each protocol in the Protocol Stack per-
forms some operation on network packets and then passes them to another layer
in the stack for additional processing. The Net Applications are simple network-
ing applications that specify the attributes of communication policies between
devices. All of these individual components are aggregated on the Node objects
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to give them communication ability and set up networking activity. Other mod-
ules, such as Routing, Mobility, and Energy, can be installed to provide additional
functionality to Nodes.

3.2 Overview of the Proposed Framework

Our proposed framework consists of separate modules for power, performance,
temperature, and reliability, as shown in Fig. 1b. IoT devices can run some appli-
cations to process the sensed or collected data before sending it to a central entity.
In this case, as soon as an application starts, the performance module first cal-
culates its execution time. Then, the power module gives an estimate of power
consumption within the execution interval of the application. If the IoT device is
not running any applications, then idle power consumption is estimated. Given
the power estimation, ambient temperature, the temperature module outputs an
estimated temperature, which is fed to the reliability module. Finally, reliability
is calculated based on temperature. The modules operate on two different time
scales: Long Intervals, on the order of days that it takes for reliability to change,
and Short Intervals, on the order of milliseconds. Both performance and power
values are updated every Short Interval. Reliability estimation is computation-
ally expensive, so it is only done once every Long Interval using the average
temperature over each interval. The underlying mechanisms of each module are
be explained in Sect. 4.

3.3 Integration with ns-3

As shown in Fig. 1a, our framework is implemented as an additional set of mod-
ules that can be aggregated on the Nodes, adhering to the structure and conven-
tions of ns-3. The power and performance modules provide functions to other
modules for querying power consumption and execution time values. We also
provide an interface connecting the ns-3 energy module and our reliability frame-
work (Fig. 1c). The energy module (proposed in [27]) consists of a set of energy
sources and device energy models. An EnergySourceModel is an abstraction for
the power supply (e.g. battery) of a Node. The DeviceEnergyModels represent
energy consuming components of a Node, for example, a WiFi radio. We imple-
ment a model called CPUEnergyModel as a child class of DeviceEnergyModel.
The features of CPUEnergyModel are as follows:

– It is designed to be state-based, where the CPU can take the states Idle or
Busy. The CPU will be Busy while processing packets received, e.g., while
executing some applications such as encryption, decryption, compression, or
Machine Learning (ML) algorithms.

– To determine when a transition occurs between states, a PhyListener is used.
In ns-3, PhyListener is an object that monitors the network packet transmis-
sions and receptions at the physical (PHY) layer. After an Idle node completes
receiving data of specified size, the PhyListener notifies CPUEnergyModel.
Then, the specified application is executed and state is set to Busy.
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– It calculates the total energy consumed according to the power consumption
value acquired from the power module and the execution time value acquired
from the performance module. Then, it updates the remaining energy of the
energy source described by EnergySourceModel.

4 Modules and Device Behavior Modeling

In this section, we describe the functionality of the proposed modules and inter-
faces and present underlying models in detail.

4.1 Power Module

The power module supports functions for running and terminating an appli-
cation and switching between CPU states Idle and Busy. The value of power
consumption is updated at a predefined period Short Interval, according to the
selected power model. The power and temperature modules are interconnected;
power consumption updates subsequently lead to temperature updates.

From cycle-accurate, instruction-level analysis to functional-level analysis,
there are numerous power modeling techniques at different levels of abstrac-
tion. Low-level models use a fine-grain representation of the CPU, which usually
implies that the time required for power estimation is large due to high computa-
tional complexity. This is undesirable for network simulations because it becomes
very time consuming to simulate networks with a great number of nodes. In our
framework, we offer two CPU power models having low model complexity while
still providing good estimation accuracy. To improve the extensibility of the sim-
ulator for custom applications, we have included functionality for users to add
new models to the power module. Parameters of the power models are config-
urable through external interfaces.

Frequency & Utilization-Based Power Model. The idea of estimating CPU power
consumption on embedded devices based on CPU frequency and utilization is
well studied. In a previous work [31], the authors use a linear combination of fre-
quency and utilization to characterize the CPU power of a smartphone, achieving
less than 2.5% average error. Similarly, we use linear models in our simulator to
predict CPU power consumption PCPU . The equation is given as:

PCPU (t) = a · f(t) + b · u(t) + c (1)

where f(t) and u(t) are CPU frequency and utilization at time t respectively.
The coefficients a, b, c are learned through linear regression based on datasets col-
lected on real devices. The frequency & utilization-based power model provides
a good estimation accuracy for CPU power estimation on embedded devices.
However, it requires frequency and utilization traces as inputs to the simulator
which might not be available in practice.

Application-Based Power Model. The power consumption of embedded devices
varies depending on the running application. An application-based model is con-
venient when there are only high-level functional properties are available, e.g.
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input data size. Different applications have different power trends (i.e. linear,
exponential, etc.) as the size of input data increases. Furthermore, the power con-
sumed by running the same applications varies for different devices. In our frame-
work, we adopt the modeling methodology proposed in [11], where the authors
characterize and verify power models of running ML algorithms on edge devices
(i.e. Raspberry Pi) and servers. They train, test, and cross-validate four regres-
sion models (linear, polynomial, log, and exponential regression), and select the
best one. The input is the size of processed data by the application and the
output is power consumption for these models. We leverage this methodology to
deploy models for Raspberry Pi’s and servers, but also apply the same method-
ology to build our own models for microcontrollers such as Arduinos. In addition
to the 22 ML algorithms modeled in [11], our framework delivers a CPU power
model for Multilayer Perceptron (MLP) based on the number of MAC (multiply-
accumulate) operations. The same modeling approach can be applied to other
neural network architectures such as Convolutional Neural Networks (CNNs).

4.2 Performance Module

IoT systems usually need to satisfy some performance requirements to provide
adequate Quality of Service (QoS). To evaluate and monitor the performance
of deployed applications and hence the overall network, we implement a per-
formance module. Various metrics can be used to quantify performance, e.g.,
throughput, response time, etc. The performance metric is application-specific.
For example, delay and throughput are critical in multimedia streaming appli-
cations whereas information accuracy is the main criterion for performance in
some ML applications.

In our current release, we provide an Execution Time Model. We use the
input data size of the application or number of MAC operations it needs to
perform to estimate the application execution time. To build the model, we
measure the execution times of various applications on a target device, then
fit regression models to the collected data. Certain performance metrics can be
calculated using the execution time value. For example, let texec be the execution
time of an application, then its throughput can be obtained as D/texec where
D is the input data size. In addition, end-to-end delay of a network path can
be computed as the sum of communication and computation delays among the
path (communication delay can be obtained using default ns-3 modules).

For both the power and performance modules, users are able to configure
coefficients of the existing model or add new models with provided APIs.

4.3 Temperature Module

The goal of the temperature module is to estimate CPU temperature (based on
CPU power consumption and ambient temperature) and to calculate the average
temperature over a Long Interval. We adopt a thermal modeling strategy that
can be used for any IoT device.
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We assume that we do not have knowledge about the information describing
topological and physical parameters of the device (e.g., we do not know material
characteristics and layers of the devices’ PCB board) so we cannot do a physi-
cal simulation of the process. To have an acceptable level of complexity in our
simulator, we work on high-level information gathered from the coarse-grained
thermal sensors of the device’s key heat sources. Such information is available
in most of the devices today like smartphones and single-board computers (e.g.,
Raspberry Pi).

Let the number of the heat sources be n and let Tk ∈ R
n represent the

vector of temperatures observed by thermal sensors and Pk ∈ R
n be the power

consumed by the heat sources at time instant k. Each heat source is assumed
to have one thermal sensor measuring its temperature. Then, temperature Tk+1

at time instant k + 1 can be predicted given the current temperature Tk and
power Pk at time k. The discrete-time state-space model of the device’s thermal
behavior is expressed in Eq. (2) [8].

Tk+1 = A · Tk + B · Pk + C · T env
k (2)

where A,B ∈ R
n×n are defined as the state and the input matrices. T env

k

is the ambient temperature and C is a vector of coefficients which weighs the
impact of ambient temperature on each heat source’s internal temperature. We
use system identification methods to derive the model from measured power
and temperature traces. A, B and C parameters are different for each class of
devices, so we offer multiple device thermal models and made the parameters
configurable through the temperature module API. The order of the model is
equal to the number of the heat sources n. In our initial work, we use n = 1,
where the only source is CPU. However, the extension to multiple sources is
straightforward in our framework. For example, if a power model for GPU is
provided, then power consumption values from both CPU and GPU can be used
to predict temperature.

The temperature module updates the states in Eq. (2) at a time resolution
of Short Interval, the same time granularity as power estimation updates. On
the other hand, average temperature T̄ is calculated for every Long Interval
denoted LI. T̄ is the exponential moving average of past temperature values in
the interval k to k + LI.

T̄k+1 = α · Tk − (1 − α) · T̄LI (3)

where α is a weighing coefficient that is configured depending on the length of
interval LI.

4.4 Reliability Module

The reliability module is the last component in the power, temperature, relia-
bility module hierarchy. Temperature is estimated using power, while reliability
is estimated using temperature. Unlike power and temperature, reliability is
a slowly changing variable. Therefore, reliability can be estimated on a longer
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time scale, on the order of hours or days. Reliability degradation is affected more
by average stress over a long time interval rather than instantaneous stress. We
leverage these properties to calculate reliability sparsely because reliability mod-
els are highly compute-intensive. The reliability module does estimation every
Long Interval, using temperatures averaged over the interval. It polls the tem-
perature module to fetch the average temperature T̄LI every LI, then T̄LI is reset
to start a new averaging operation.

Reliability is defined as the probability of not having failures before a given
time t. To obtain the overall reliability of a processor, the effects of different
failure mechanisms should be combined. We use the sum-of-failure-rates model
as in RAMP [23], which states that the processor is a series failure system; the
first instance of a failure due to any mechanism causes the entire processor to
fail. In our reliability model, the single device reliability is a product of the reli-
abilities due to different failure mechanisms such as Time Dependent Dielectric
Breakdown (TDDB), Negative Bias Temperature Instability (NBTI), Hot Car-
rier Injection (HCI), Electromigration (EM) and Thermal Cycling (TC). These
mechanisms all depend on thermals.

Time Dependent Dielectric Breakdown (TDDB) Reliability Model. The thin gate
oxide layer in transistors introduces a risk of breakdown and shortening devices
lifetime. Due to gate oxide degradation, which is a non-reversible mechanism
with a cumulatively increasing impact, a breakdown occurs. The reliability of a
single transistor i with oxide thickness xi subject to oxide degradation can be
expressed as [24]:

Ri(t) = e−a( t
γ )βxi (4)

where t is the time-to-breakdown, a is the device area normalized with respect to
the minimum area, and γ and β are respectively the scale parameter and shape
parameter. The scale parameter γ represents the characteristic life, which is the
time where 63.2% of devices fail, and it depends on voltage and temperature.
The shape parameter β, instead, is a function of the critical defect density, which
in turn depends on oxide thickness, temperature and applied voltage. R(t) is a
monotonically decreasing function with values in the range of [0, 1] indicating
the probability that the system will not fail.

The reliability of the entire chip RC can be expressed as the product of single
transistor reliabilities:

RC(t) =
m∏

i=1

Ri(t) = e
∑m

i=1 −ai(
t

γi
)βixi

(5)

m is the number of transistors on the chip which can be on the order of millions.
Since different regions of the chip have similar temperatures, the complexity
possessed by large m on the computation of Eq. (5) can be reduced by assuming
the same scale and shape parameters over the chip [32].

The RC expression in Eq. (5) assumes a constant temperature applied from
time t = 0, thus it is only representative of static systems. To capture the
dynamics of reliability under varying temperature, we discretize the time and
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calculate reliability at each time step as shown in Eq. (6). The temperature is
assumed to be constant between discrete time steps.

Rk = Rk−1 −
(
RC(tk−1, Tk−1,k) − RC(tk, Tk−1,k)

)
(6)

In Eq. (6), k indicates the kth time instant and Tk−1,k is the temperature expe-
rienced by the chip between the time instants k − 1 and k. We set this interval
between adjacent time steps as the Long Interval and let Tk−1,k be equal to the
average temperature T̄LI of the corresponding LI.

The reliability module can work with any failure mechanism or combina-
tion of multiple mechanisms as long as the mechanism can be described by
a function RC(t), as in Eq. (5). For example, the module can be extended
to include NBTI and HCI if we describe the reliability functions associated
with these mechanisms, respectively RNBTI and RHCI . Then, by the sum-of-
failure-rates approach, the reliability module calculates the total system reli-
ability as the product of the functions associated with the single mechanisms
as RC(t) = RTDDB(t) · RNBTI(t) · RHCI(t). Equation (6) would not need any
modifications since it is general and does not depend on a specific RC(t).

5 Experiments and Results

In this section, we first present validation results on a three-node network topol-
ogy, comparing power, performance, and temperature measurements from exper-
iments with the simulated traces. We then use a testbed with a mesh network
of 10 heterogeneous nodes to evaluate the accuracy of the simulator under dif-
ferent networking conditions and temperatures. We cannot explicitly validate
reliability because it requires long term experiments and specialized degradation
sensors. Finally, we illustrate how the proposed simulator is useful in explor-
ing energy, performance, reliability trade-offs in a network and show that it
can be used to implement reliability-aware strategies. We analyze examples of
energy-optimized and reliability-optimized network configurations to motivate
reliability-aware network design and management.

5.1 Validation and Evaluation

Three-Node Network Topology. To validate the device models and to ver-
ify the functionality of the simulator modules, we use a simple three-node net-
work. The setup consists of an ESP8266 WiFi microchip with microcontroller, a
Raspberry Pi 3 (RPi3), and a PC. The devices communicate over WiFi (IEEE
802.11b) and transmit/receive TCP/IP packets using MQTT protocol [4]. The
ESP8266 samples random data as a sensor node, runs median filtering to prepro-
cess the data, and sends filtered data to RPi3. The data is further processed by
an application on the RPi3, or the computation can be offloaded to the PC. This
type of computation offloading is common in IoT edge devices and is represen-
tative of their usual operation [21]. If the application is chosen to be offloaded,
then the RPi3 is only responsible of relaying incoming data to the PC.
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In our three-node experiments, we collected 5 different measurements syn-
chronously:

(i) RPi3 power consumption (via HIOKI 3334 power meter [2]),
(ii) RPi3 CPU temperature (via built-in temperature sensor),
(iii) ESP8266 power consumption (via INA219 power monitor [3]),
(iv) ESP8266 CPU temperature (via built-in temperature sensor),
(v) Ambient temperature (via DHT22 temperature sensor [1]).
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Fig. 2. RPi3 power and temperature traces

Measurements and simulation results are presented in Fig. 2 for an example
test case under two different ambient temperatures. The goal here is to show
a temporal view of the simulator output, particularly in a dynamic case where
the simulated device has a varying workload. In this experiment, the RPi3 runs
a data processing application with incoming data input from ESP8266 for the
first 15–20 s. After that, the application is offloaded to the PC and the RPi3
only relays data while its CPU is idle. As shown in Fig. 2, the simulator output
follows the real power and temperature traces with a mean error of 3.42% and
6.19% in low ambient temperature, and with a mean error of 2.69% and 3.97%
in high ambient temperature. The discrepancy between real and simulated tem-
peratures at the beginning of each plot is because of the initial condition set for
the temperature in the simulator. The temperature starts from a lower initial
condition and reaches a steady-state value.

Overall, applying the same modeling methodology of reference [11], we esti-
mate the execution time and energy consumption of the RPi3 for 23 different
ML applications with average errors of 3.8% and 4.5%, respectively. For the
CPU temperature, the state-space model predictions stays within ±1.5 ◦C of
measurements at steady-state, for all applications.

Mesh Network Topology. To show that our simulator can correctly capture
devices’ behavior in a more complicated scenario, we simulate a larger network
under different configurations and operating conditions, then validate it using
our testbed. As shown in Fig. 3, the testbed spans a whole floor in UCSD CSE
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Fig. 3. Mesh network topology

department building, including two Raspberry Pi 3 (RPi3), four Raspberry Pi 0
(RPi0) and four ESP8266. Data is generated from each node and communicated
to the sink node RPi31 in multiple hops via MQTT. The network of all RPis
works in an ad-hoc manner, while all ESP8266s forward their data to RPi32
that is a gateway for that local area. Not all devices can communicate with each
other because some pairs are out of communication range. The connections are
depicted in Fig. 3. Using this setup, we both implement and simulate following
scenarios:

Scenario 1. RPi31 and RPi01 process the data, while the other devices only
communicate. The ambient temperature for each network device is approxi-
mately 25 ◦C.

Scenario 2. The same devices process data as Scenario 1. We use a heater that
raises the ambient temperature around RPi01 to 37 ◦C, while the rest of the
devices are in the normal ambient condition of 25 ◦C.

Scenario 3. The data processing duties of RPi31 and RPi01 are distributed
between RPi02, RPi03, and RPi04. Therefore, each of these three devices
only transmits the outputs of data processing tasks to RPi01, which directly
forwards them to RPi31. RPi01 is still in a heated environment of 37 ◦C.

An ML application can be split and distributed to edge devices, which allows
us to realize the different configurations in these scenarios for allocating data pro-
cessing without changing the overall application behavior [26,28]. Figure 4 illus-
trate the power and temperature distribution of the devices, while Fig. 5 shows
the simulated reliability traces in a year. We only depict the measurement and
simulation statistics on RPi0s in each scenario, but the rest show similar trends.
Comparing collected traces to simulation logs, our result shows that RelIoT is
able to estimate average power within ±0.11 W (∼11%), and average tempera-
ture within ±4 ◦C (∼9%). It can be seen from Fig. 4 that, although extremities
in both power and temperature are difficult to track, RelIoT is able to precisely
capture the averages in different configurations. Scenario 3 distributes the work-
load to other RPi0s, thus significantly reduces the network traffic. Consequently,
power and temperature of both RPi01 and the rest RPi0s drop, which is also
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reflected in the simulation RelIoT starts simulation from a device temperature
of 35 ◦C, which explains why the minimum temperature of RelIoT consistently
locates at 35 ◦C.

Fig. 4. Collected and simulated statistics of RPi0s (average, max, and min values).

Fig. 5. Reliability degradation of RPi0s in one year.

The power and temperature validation experiments lasts 300 s, but we sim-
ulate the network for a time-span of one year to observe the long-term relia-
bility changes. The stair pattern in Fig. 5 is a result of RelIoT updating the
reliability by the end of each Long Interval. In all scenarios, reliability remains
fairly high if the device is in normal ambient temperature. In Scenario 1, RPi01
degrades slightly faster than the rest of the RPi0s due to its data processing
workload. However, in Scenario 2, the raised ambient temperature together with
its workload lead to a drastic degradation in reliability. In such case, workload
reallocation as in Scenario 3 can alleviate degradation. The network devices in
environments with low temperatures can take on a higher workload to mitigate
reliability problems of the quickly degrading devices. The result in Fig. 5 implies
the necessity for reliability-aware management in IoT networks.
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5.2 Reliability-Aware Management

Most of the IoT devices are battery-powered and/or rely on energy harvesters
with limited energy sources. Therefore, traditionally, many network manage-
ment solutions aim at optimizing the energy consumption while satisfying some
Quality-of-Service (QoS) constraints (throughput, delay, jitter, network cover-
age, etc.). In this context, reliability is also a design parameter that can be
optimized or a certain overall reliability constraint can be subjected to the net-
work. Although correlated, the optimal energy efficiency and reliability usually
are not ensured by the same management strategy. The designers need to find
good trade-offs between energy savings and reliability. In this section, we show
how our simulator addresses this issue by making reliability-aware management
and design possible. To emphasize the differences between two approaches and to
motivate reliability-aware management, we provide simulation results for differ-
ent scenarios of energy-optimized and reliability-optimized network management
strategies using the topology in Fig. 3.

Energy-Optimized. Our interest here is to partition an application into
smaller tasks and find the task allocation that maximizes the lifetime of a net-
work. Many ML applications can be partitioned while preserving functional-
ity [26,28]. For each device in the network, the energy consumed for computing
and communicating data of size s is given as:

Computation: P ξ
device(s) × texec(s) (7)

Communication: Pwifi(d,BW ) × s

BW
(8)

where ξ denotes the application, texec is the application execution time, d
denotes the communication distance, and BW is the communication bandwidth.
Pwifi(d,BW ) is the power consumption of WiFi which can be parameterized by
distance and bandwidth allocation BW [11]. In an energy-optimized application
partition, the mapping of tasks to the devices depends on:

(i) Power characteristics of the application,
(ii) Execution time,
(iii) Allocated bandwidth,
(iv) Distance between the neighbouring devices.

We adopt the convex optimization formulation from [15] and apply it to our
problem, with a slight modification by adding the computation energy term
in Eq. (7). We find the optimal partitioning of the application such that the
maximum energy consumption among network devices due to computation and
communication of the data is minimized.

Reliability-Optimized. Similar to the previous case, we map the tasks of an
application to the network devices. We use the same solution approach, but
this time, the objective is to maximize the minimum reliability among network



78 K. Ergun et al.

devices. Reliability of each device is RC,device(t, T ), which is dependent on time
and temperature. We simulate a time horizon tsim, so we want to optimize for
RC,device(tsim, T ). This is under the assumption of environment temperature
Tamb being constant for the entire horizon. In the following experiments, a static
solution (constant for the whole time horizon) is simulated for both energy-
optimized and reliability-optimized cases, but it can be made dynamic by solving
for the current energy and reliability estimates at each time instant, as in (6). In
this way, the solution can adapt to changing network configurations (bandwidth,
applications) and operating conditions (environment temperature).

Figure 6 presents the comparison of energy-optimized and reliability-
optimized solutions for different bandwidth and environment temperature con-
figurations. The network devices run a part of a data processing application
where the optimal partitions are determined by the two approaches. The energy-
optimized partition brings 1.0%, 9.1%, and 10.9% better energy efficiency
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Fig. 6. Energy consumption and reliability degradation results for two approaches

compared to the reliability-optimized partition for 0.1 Mbps, 1 Mbps, and
10 Mbps bandwidth configurations respectively. Referring to Eq. (8), it can be
seen that as bandwidth increases, the time it takes to communicate data of size s
decreases, hence, decreasing the communication energy. The difference of energy
efficiencies between two solutions are increasing with bandwidth because the
energy-optimized solution leverages the decrease in communication energy and
allocates more communication instead of computation to the higher energy con-
suming network devices. On the other hand, the reliability-optimized partition
results in 25.0%, 28.2%, and 24.5% less reliability degradation compared to the
energy-optimized partition for 25 ◦C, 30 ◦C, and 35 ◦C environment temperatures
respectively. The reliability-optimized solution allocates less computation on the
most degrading network devices, conserving reliability. These results show that,
although being correlated, the optimal energy efficiency and reliability do not
yield from the same management strategy. Therefore, if the concern is particu-
larly the reliability, a reliability-aware management strategy should be adopted.
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6 Conclusion

We presented a novel framework for the reliability analysis of IoT networks using
the ns-3 network simulator. The proposed framework can be used to explore
trade-offs between power, performance, and reliability of devices in a network.
We validated our reliability framework in two experimental setups: a three-node
network and a ten-node mesh network. Additionally, we motivated the need
for reliability-aware management through example simulation results of energy-
optimized and reliability-optimized management strategies. As future work, we
plan to leverage our framework for design space exploration (DSE) of IoT net-
works. We can simulate, explore, and check the feasibility of different network
configurations in terms of different objectives such as energy efficiency, reliabil-
ity, and performance. We believe that our contribution will help researchers to
study the reliability degradation problem in large-scale networks.
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Abstract. The demand for efficient IoT firmware update protocols is
increasing. Especially in scenarios with a large number of constrained
devices, transferring a big amount of data, like a firmware image file,
over a constraint network takes a long time to complete. During this time
the functionality of the devices may be reduced. Therefore the firmware
update is a critical use case for IoT. Multicast group communication can
shorten the transmission time and use the network bandwidth efficiently.
However, current IoT protocols using multicast cannot guarantee reliabil-
ity which is most important for firmware file transmission. Furthermore
existing solutions for reliable multicast cause a significant network over-
head which can be prohibitive for a constrained IoT environment. To
address these problems, we propose a reliable multicast solution employ-
ing a Negative ACK (NACK) mechanism that can be integrated with
the Constraint Application Protocol (CoAP) widely used in IoT. Our
protocol mitigates network congestion by reducing the number of pack-
ets that have to be sent while keeping the message size small making it
a suitable solution even with a large number of devices. What is more,
our proposal does not require an additional stack. In order to demon-
strate the feasibility and effectiveness of our proposal, we carried out a
real-world evaluation in a wireless mesh network testbed.

Keywords: Internet of Things · Firmware update · Negative ACK ·
Multicast communication · CoAP · Block-wise

1 Introduction

In the Internet of Things (IoT), most of the devices have constrained hard-
ware resources (i.e. limited size of RAM, flash and slow microprocessor) and a
constrained network such as IEEE 802.15.4 having 127 bytes MTU size. Those
devices are meant to do simple communication such as sending a small amount
of diagnostic data to the cloud and receiving a simple control message.
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Nevertheless, firmware update for those devices is very important not only
to update features and configurations but also to keep the devices up to date
in a security aspect. Considering the devices are not replaced within a short
time once they are deployed, firmware update is prolonging device life cycle and
makes the IoT system secure.

The firmware update process is an exceptional case that the constrained IoT
devices have to handle a large amount of data including a large number of packets
being transmitted for a relative long duration in Low power and Lossy Network
(LLN). When the large amount of data is transferred, the data is fragmented
on the IP adaptation layer in order to fit in the IEEE 802.15.4 MTU [7]. This
fragmentation causes significant overhead in the constrained network since one
fragmented packet is lost, there is no way to figure out which part of data is lost
on the application layer and thus all data has to be re-transmitted. To avoid
the fragmentation, the block-wise option [2] is standardized as an extension of
basic CoAP. Even with the block-wise option, transferring big firmware file to
individual device takes very long especially when there are hundreds of devices
to update.

To shorten the total transmission time and to use the network bandwidth
efficiently, multicast can be used when big amount of data should be transferred
to many devices in the same network. However, the current CoAP standard
specifies not to use the confirmable message type for multicast messages due to
the congestion control. Thus it cannot provide reliability which is very important
for firmware file transmission.

In this paper, we present a Negative ACKnowledgement (NACK) approach
which is mitigating network congestion. By utilizing CoAP option field, our pro-
posal can be integrated with CoAP to realize reliable multicast for constrained
IoT environments. We consider a realistic IoT scenario involving constrained
devices deployed in a wireless mesh network. By setting up a testbed, we check
the feasibility of firmware updates through multicast and benchmark it against
a unicast approach. The results present a comparison between a reliable update
mechanism using multicast and a unicast-based communication approach.

This paper is organized as follows. In Sect. 2, we discuss about existing stan-
dard protocols and related research papers. In Sect. 3, we propose Negative type
(Nety) CoAP option. Section 4 analyses our proposal based on three different
scenarios to support reliable multicast communication. In the following Sect. 5,
we evaluate our proposal. Finally, Sect. 6 presents our conclusions.

2 Related Works

2.1 Related Standard Protocols

Related protocols with respect to the IoT firmware update use case are discussed
below:

– Constrained Application Protocol (CoAP) is a RESTful application
protocol running over UDP for constrained IoT devices [11]. To take benefit
of using UDP and support reliability at the same time, CoAP defines two
different message types: Confirmable (CON) and Non-confirmable (NON).
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With CON type in the CoAP header, sender tries maximum three times
data retransmission in case Acknowledgement (ACK) message has not arrived
within a certain time. To avoid network congestion caused by the many ACKs
from receivers, in a multicast communication scenario, only NON type mes-
sages shall be sent and reliability is not guaranteed [9].

– Block-wise was proposed as a CoAP option to segment large data to blocks
having suitable size on the application layer to avoid IP layer fragmenta-
tion [2]. Depending on a CoAP message where payload is placed either request
(PUT, POST) or response (GET), block option 1 or block option 2 is chosen.
Block wise option has three fields: Number (NUM), More (M) and Size. The
NUM field is used to show the sequence number of the current block and the
M field indicates if there are more blocks that will be delivered. The Size field
is showing the current block size. In a multicast firmware update scenario,
firmware file blocks are placed as a payload in request messages with PUT or
POST method. Therefore block wise option 1 should be used, but the speci-
fication does not define how to handle multicast packets with Block option 1
yet.

– Multicast protocol for low power and lossy network (MPL) pro-
vides efficient multicast routing mechanism in constrained network based
on the trickle algorithm [5]. The protocol is using IPv6 header option field
for the routing. Since the protocol is robust and scalable, it is used in the
OpenThread1 stack. However the protocol does not guarantee reliability.

– Negative ACKOriented ReliableMulticast (NORM) is a well designed
protocol for supporting reliable multicast communication by leveraging
NACK and Forward Error Correction-based (FEC) repair [1]. Nonetheless,
using this protocol in a constrained IoT environment is not the best idea con-
sidering that it is designed for non-constrained Internet environments. The
protocol is placed in between application layer and transport layer. Thus,
an additional layer in the IoT stack is required. Flashing an IoT firmware
with large size of additional library is not possible for general memory con-
strained IoT devices. Besides, given that the CoAP header size is only 4
bytes, additional 32 bytes for the NORM header is a burden for the lossy
network having the MTU limitation. Supposing the NORM protocol is used
with CoAP, many header fields are even duplicated. Therefore the protocol
is difficult to be applied as it is. To use NORM in IoT, protocol optimization
and modification are necessary.

2.2 Firmware Update for IoT

The difficulties of IoT firmware updates are addressed in many papers [3,4,6,10].
Among them, [10] showed limitations of using IoT standard protocols to trans-
mit large size of data and proposed an error tolerant network coding extension
for CoAP to increase efficiency by reducing the loss-indicated problems. Espe-
cially the paper [6] points out that updating one device at a time is not feasible

1 https://www.threadgroup.org/support#Whitepapers.

https://www.threadgroup.org/support#Whitepapers
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approach in the IEEE 802.15.4 network. In that point, the proposal separated
steps for firmware file dissemination from a server to controllers. The proposal
is leveraging the Deluge algorithm for the last step to transmit the file to the
controllers.

[8] introduced CoNORM architecture providing reliable multicast communi-
cation. The proposal implemented NORM connector in Java based CoAP library,
Californium (cf) to add the NORM layer and evaluated performance using a
Raspberry Pi setup. The considered environment of this paper is dynamic and
unpredictable MANET whereas we focus on constrained IoT environments. The
paper did not consider the header fields that become redundant by having both
CoAP and NORM protocols. Therefore, the overhead issue caused by the addi-
tional header is still remained to use the proposal in constrained network.

3 Negative Type Option for CoAP

In the previous section we have seen that the NORM protocol implements a
NACK-scheme in order to provide reliability by introducing a new protocol layer
(between the transport and application layer) causing additional overhead which
is prohibitive for IoT. Our approach is to take the CoAP protocol and imple-
ment a NACK-type mechanism, not by introducing a new protocol layer but
directly within the application layer. Our proposal, the Negative type (Nety)
CoAP option, provides the means to enable reliable multicast in CoAP.

Fig. 1. CoAP message format with negative type option

The CoAP message is transmitted in the format as described in Fig. 1 from a
sender (firmware file server) to receivers (IoT devices) having the same multicast
ip address. The Message ID (MID) represents the message identifier, and it
increases sequentially. To avoid IP layer fragmentation we use the block-wise
option together with the Nety option. In order to include Nety in CoAP, we use
the CoAP option number 13 not yet assigned by IANA. We also assume that
the block size among the communication peers can be negotiated in advance.

Figure 2 shows the Nety option fields. The Nety option uses one bit of the type
field to present two states: Negative CONfirmable (NCON) and NACK. NCON



86 J. Park et al.

Fig. 2. Negative ACK type option value

has type value 0. When the type value is set to 0 in the option, the option works
as a flag to let the receivers know that the sender requests a NACK message in
case packet loss is detected. In case of the NCON type, remaining Nety option
fields: group member ID, block-wise NUM and block-wise size are all set to 0.
According to CoAP encoding rules, a zero byte integer is sent for each field that
is set to 0 so that packet size can remain small. Even if the CoAP type header
is set to NON, Nety type 0 allows the receiver to send NACK message to the
sender when a packet loss happens.

In the Nety option, the type value 1 indicates the NACK message. The NACK
message is transmitted from a receiver to a sender while the receiver is receiving
blocks having the NCON type of Nety option and detects packet loss. In contrast
to the NCON type where all the fields are set to 0, the NACK type has values
of following fields.

To ask a sender for retransmission of the particular packet, the receiver adds
1) its group member ID to be distinguished from other receivers, 2) the block
number of the packet required to be retransmitted and 3) the block size informa-
tion. For the group member ID field, 8 bits are allocated so in total 256 devices
can be covered in one multicast group. 20 bits of the block-wise num field can
cover the case that a firmware file is a bit bigger than 1 MB, and it is transmitted
with the smallest block size which is 16 bytes. The block size field has 3 bits
as it is standardized in [2], and the information is used for the sender to find
the correct block to re-transmit. Still, the NACK type has at maximum 4 more
bytes overhead. Since a NACK does not carry any payload, it is not a burden to
a constrained network. The message having NACK type option is transmitted as
a new request with CON type in the CoAP header over unicast, not a response
message.

4 Protocol Description and Packet Loss Scenarios

Unlike CON-type based communication where the sender is taking care for the
data loss detection and retransmission, in the Nety-based communication, the
sender does not retransmit a packet unless the receiver detects the packet loss and
requests the data retransmission. Thus receivers are expected to do those tasks in
our proposal. To allow this, the receivers need to know when the communication
starts and ends. In this section we explain how the receivers detect the data loss
when the block-wise and Nety option are used for a reliable multicast using three
different scenarios. In all the scenarios, the block size is set to 64 byte to avoid
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IP layer fragmentation. We assume that the first block always contains manifest
of the firmware file and information about the total number of blocks that will
be transferred.

4.1 Scenario A: The First Packet Is Lost

To avoid a circumstance that CoAP messages having the same MID from dif-
ferent senders are considered as a duplicated message, the MID is determined
randomly when the CoAP client prepares the first message, and the MID is
increased sequentially until the end of the communication. Therefore it is diffi-
cult that a receiver figures out if the packet is the first one or not because the
receiver does not have the previous packet to compare the sequence of the MID.
In this case the server must check the NUM field of block-wise option. If the
NUM field is not set to 0, the server considers the first packet as lost and sends
a NACK message to the client with the CON type header in a unicast message.

Fig. 3. Message flow when the first packet is lost

Figure 3 shows messages that are exchanged between sender and receivers
when the first packet is lost. All the packets transmitted from the sender to
receivers with block-wise option have the NON type in the CoAP header and
the NCON type in the Nety option field. In this scenario, the first block (1) is
lost, and the receiver A did not receive it. The receiver receives blocks only from
the block (2). When the block (2) arrives at receiver A, it knows that there was
no previous blocks transmitted before the block (2) by comparing the MID of
current block from the same sender to previous received blocks. As a next step,
the receiver checks if the block (2) is the first block or already the first block is
lost. In this case the receiver checks block number not the MID. As the block
number of the message (2) is 1 not 0, the receiver can determine that the first
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block having block number 0 is lost. Then the receiver sends a retransmission
request message (3) including NACK type value, the receiver’s group member
id and the request block information in the Nety option. The message (3) is
transmitted in unicast with CON type in CoAP header. The sender who receives
the message (3) checks the option field to know which block is requested, and
it sends piggyback response that the requested block is placed in the payload of
the ACK response message (4).

4.2 Scenario B: A Middle Packet Is Lost

Once the first block is received well, detecting packet loss for the rest of the
blocks is relatively easy. Figure 4 describes a scenario in which a packet loss
happens in the middle of the transmission and the retransmitted packet is also
lost. The first packet (1) has MID 1234 which is decided by a sender with NON
type header. The packet includes block-wise option set to block 1 and block
number 0, and Nety option. MID and block number are sequentially increased
in the following packets (2), (3) and (4).

Fig. 4. Message flow when a middle packet is lost

On the receiver side MID and block number are checked every time a packet
arrives. When the packet (4) arrives, the receiver notices that packet (3) was
not received by comparing the MID in the packet (4) to the MID in the pre-
vious packet (2). Then the receiver sends the retransmission request message
as described in previous scenario A. In the packet, the type of the Nety option
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value is set to 1 and block-wise num field has the block number of the missing
packet (3). Since the NACK message is not a response but a request, and the
receiver sends it as a CoAP client, the MID is randomly decided by the receiver.
The sender receiving the unicast message sends the piggyback responses (5, 6)
including the requested block payload. In case the retransmitted packet is lost
again (8), the receiver B retransmits the message (7) again to the sender after the
CoAP timer expires. The retransmission process is following the CoAP retrans-
mission process since the message is sent with the CON type header in unicast.

4.3 Scenario C: The Last Packet Is Lost

Fig. 5. Message flow when the last packet is lost

As the block-wise number is counted from zero, the total number of the blocks
is equal to block-wise number+1. From the first message (1) in the Fig. 5, the
receiver knows the total number of blocks. A timer is started when the latest
packet received has the block number total number of blocks-2. If the last packet
to receive, having the block number equal to the total number of the blocks-1
and a zero value in the M field, is not transferred until the timer expires, the
receiver sends a retransmission request message including the Nety option. The
response to the NACK message is sent as a piggyback response as described
above. The retransmitted block in the payload has zero value in the M field.
When the receiver receives a block having the zero value in M field in block-
wise option, it considers all data blocks are transmitted and communication is
finished.
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5 Evaluations

5.1 Calculation of Total Number of Packets

To compare the total number of packets that have to be sent to all the IoT devices
to have the new firmware file, we calculated it in three different scenarios, (1)
unicast with confirmable message (UwC) (2) multicast with confirmable message
(MwC) (3) multicast with Nety option (MwN), considering different number of
devices and different packet loss rate (PLR). When the number of original blocks
is B, the number of devices is D and packet loss rate is PLR, the total number
of packets P per scenario case is following the formula as below.

P = B ∗ D + (1 − PLR) ∗ B ∗ D + 2 ∗ B ∗ PLR ∗ D (1)

P = B + (1 − PLR) ∗ B ∗ D + 2 ∗ b ∗ PLR ∗ D (2)

P = B + PLR ∗ D + 2 ∗ B ∗ PLR ∗ D (3)

Fig. 6. Total number of packets comparison

Figure 6 shows the comparison of the total number of packets when a 100
KB firmware file is transmitted in 64 byte size of blocks where the number
of deployed devices is 5, 10 and 15 with different PLR. In case of multicast
with the Nety option, the number of additional packets for providing reliable
communication is significantly lower compared to the unicast based approach.
Our approach can transmit a large amount of data efficiently in any case of PLR
with the lowest number of additional packet overhead compared to unicast with
CON and multicast with CON scenarios. Especially when there are more devices
deployed in a network with a low PLR, our solution can be more efficient.
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5.2 Experimental Results

To evaluate our proposal in the real field, we set up a testbed in an office building.
We used the nRF52840 dongle (PCA 10056) as an IoT end device (see Fig. 7)
and a Raspberry Pi as a border router. Table 1 shows the specification of the
IoT device we used. For the Network Co-Processor (NCP) allowing the border
router to have an IEEE 802.15.4 interface, we flashed the OpenThread NCP
firmware to the same nRF52840 dongle. We implemented the Nety option and
added it to the CoAP library of the OpenThread.

Table 1. IoT device specifications

Item Contents

Module nRF52840

CPU 32 bit ARM Cortex-M4F (64 MHz)

Flash 1 MB

RAM 256 KB

Network IEEE 802.15.4 radio

Fig. 7. Devices used for evaluation

Each device has the OpenThread stack and the modified CoAP library. The
firmware file server is implemented on the same Raspberry Pi where the border
router is running. The server is transmitting CoAP block-wise with the Nety
option to the IoT devices.
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PLR in a Single Hop Scenario. Unlike the CON type-based unicast com-
munication that the next block can be sent only when the ACK message arrives
at the client, a client does not wait for the ACK in multicast communication.
Therefore the multicast client can decide how fast it transmits blocks. We show
here how packet transmission interval affects reliability in multicast communica-
tion over the IEEE 802.15.4 network when there are different number of devices
deployed. We set intervals every 5 ms from 30 till 50 ms and tested each case of
number of devices 3, 6 and 9. For the evaluation, we transmitted 32,000 blocks
for a 200 kB file in 64 Byte size blocks. All the devices are located within 1
hop from the sender. In Table 2, the # of NACK row includes total number of
NACK transmitted during the transmission time from all devices and Time row
indicates total time for completing the communication.

Table 2. Total transmission time and PLR comparison based on different number of
devices and interval

Interval Test items Number of devices

3 6 9

30 ms Time 1 min 48 s 1 min 56 s 2 min 8 s

# of NACK 393 641 782

PLR 12.28 20.03 24.43

35 ms Time 1 min 59 s 2 min 14 s 2 min 26 s

# of NACK 315 582 633

PLR 9.84 18.18 19.78

40 ms Time 2 min 20 s 2 min 27 s 2 min 32 s

# of NACK 294 450 573

PLR 9.18 14.06 17.90

45 ms Time 2 min 32 s 2 min 48 s 2 min 54 s

# of NACK 168 360 413

PLR 5.25 11.25 12.9

50 ms Time 2 min 48 s 2 min 53 s 2 min 57 s

# of NACK 154 244 333

PLR 4.81 7.62 10.40

In a single hop, the average number of the lost packet per device was not
different in each case. However with the same packet loss rate, total amount of
NACK messages are increased according to the number of devices. It resulted in
increasing time to complete the communication. For the comparison to unicast,
we repeated the same file transmission 10 times. In unicast case, the file trans-
mission took 1 min 15 s on average. When there are more than two devices even
in 1 hop with 30 ms interval transmission, the firmware file update can be done
faster in multicast than unicast reliable way.
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PLR in a Multi Hop Scenario. To evaluate the feasibility of our proposal
and compare it to unicast in a realistic environment, we deployed 15 nodes in
an office building on the same floor and made a mesh network with multi-hops.

Fig. 8. Device deployment and mesh network topology

Figure 8 shows how the devices made mesh network with other devices. The
figure also shows the location of each device on the floor plan. To scan the
network topology we used nRF Thread topology monitor tool of Nordic. M is
the device used for topology monitoring, and it is not involved in the evaluation.
In the mesh network having at most 3 hops from the sender to a receiver, the
interval time had to be increased compared to the previous single hop test. To
find the best interval time for the topology, we evaluated the PLR with different
intervals. To reduce network congestion, when the NACK message arrives from
receivers, the server re-transmits the requested packet following the interval.

Table 3. Nety-based multicast in multi hop

Interval 200 ms 250 ms 300 ms

Time 17 min 34 s 14 min 2 s 16 min 8 s

PLR 3.93% <0.01% <0.01%

Table 3 indicates that with 200 ms interval, the PLR increased and many
packets had to re-transmitted. Thus, even though the interval is shorter, the
complete time for the whole communication was longer than the other cases
having intervals longer than 200 ms. Furthermore, in case of the interval faster
than 200 ms, many devices became bricked since the fast message transmission
worked as the Danial of Service (DoS) in the constrained network.
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To compare required time to complete the data transmission with unicast
case in the same deployment, we evaluated total time for each device located in
a different place with different hop number. In our testbed, 5 devices in 1 hop,
9 devices in 2 hops and 1 device in 3 hops are deployed. As a result, it takes
in total 2 h 47 min to update all devices with unicast which is 12 times slower
than Nety-based reliable multicast communication.

Table 4. Unicast with CON-type in multi hop

Hops 1 2 3

Time 1 min 15 s 13 min 41 s 37 min 30 s

In reliable unicast communication, to get the next block, the current block
transmission from a sender to a receiver and an ACK message transmission from
the receiver to the sender, both transmissions should be done without packet loss.
Therefore the total duration was rapidly increasing as shown in Table 4 when the
number of hops is increasing in between sender and receiver. On the other hand,
in case of Nety-based multicast communication, as long as one-way transmission
which is from the sender to the receiver is successfully done without packet loss,
the next block can be transmitted. Thus, especially in a multihop environment,
Nety-based multicast communication is far more efficient than unicast-based
transmission for big chuck of data transmission.

6 Conclusion

In this paper we proposed a reliable multicast scheme based on a NACK-
mechanism for efficient firmware update of constrained IoT devices using a new
Nety option that can be easily integrated into CoAP. We demonstrated feasibility
by implementing our scheme on real devices and performed an experimental eval-
uation. We believe our solution can be applied to many multicast IoT use cases
with a large number of devices and constrained environments. Adding security
to our Nety-based reliable multicast solution remains for further research.
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Abstract. Human trafficking is the trade of humans for the purpose of
forced labor, sexual slavery, or commercial sexual exploitation for the
trafficker or others. The traffickers often trick, defraud, or physically
force victims into selling sex and forced labor. In others, victims are lied
to, assaulted, threatened, or manipulated into working under inhumane,
illegal, or otherwise unacceptable conditions. According to the estima-
tion of the International Labor Organization, there are more than 40.3
million victims of human trafficking globally. It is a threat to the Nation
as well as to humanity. There have been many efforts by government
agencies & NGOs to stop human trafficking and rescuing victims, but
the traffickers are getting smarter day by day. From multiple sources, it
is observed that the traffickers generally hide humans in hidden rooms,
sealed containers, and boxes disguised as goods. This congestion results
in Critical mental and physical damages in some cases. It is practically
impossible to physically go and check each box, containers or rooms. So
in this paper, we propose an Wireless Vision based IoT framework, which
uses the reflection of WiFi radio waves generated by WiFi to detect the
presence of humans inside a cement or metal enclosure from outside.
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1 Introduction

Nowadays computers, not only outperforming humans in intelligence but also
doing such tasks which is impossible for humans. Even conventional things like
home appliances, machines, accessories are becoming smarter with the integra-
tion of IoT. With every passing day Internet of Things and other technologies
like AI, Cloud Computing, Blockchain are setting new milestones in different
fields such as health care, education, manufacturing, etc. Apart from these cur-
rent technologies are also helping law enforcement agencies to combat crime and
other unlawful activities. This paper addressed the crime of human trafficking
and a noble way to rescue the victims.

1.1 Background

Human trafficking is a trade of human beings for the purpose of slavery, pros-
titution, and forced labor. It is a global problem affecting people of all ages,
victims of sex trafficking in India are predominantly young and illiterate girls
average 10–15 years of age, from impoverished families in rural states. It is not
only based on sexual or forced labor, but there is a significant rise in the ille-
gal sale of women for purpose of marriage which has become more prevalent in
South Asian countries like Pakistan, Bangladesh, and India.

According to the report [1], there are about 20 to 40 million people under
slavery and with each passing year, it is increasing by approximately 1 million
people. Another report [2], among all victims 71% are female and rest 29% are
male. An estimation of 1.2 million children are trafficked each year into exploita-
tive work according to the International Labor Organization. It is estimated that
an annual profit of nearly 150 billion USD is earned from human trafficking per
as the report [3], from which 99 billion USD comes from prostitution and other
sexual exploitation.

Fig. 1. Origin and destination country schema of global human trafficking [4].
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Human trafficking is the most inhuman crime in this world, and its roots
are spread across the globe (Fig. 1). It is a type of crime that provides liveware
to other crimes, which means it is the initial phase of other crimes such as
prostitution, contract killing, terrorism, smuggling, etc. Any action with the
human trafficker’s network can have a cascading effect on these crimes.

Although the process of trafficking is too complex and varies with time and
individual, it can be divided into 4 stages given as follows:

1. Luring
2. Gaming and Grooming
3. Coercion and Manipulation
4. Exploitation

1.2 Problem Statement

During the manipulation and exploitation phase, the traffickers are most vener-
able in front of law enforcement agencies. To deal with the circumstances, they
force the victims to keep on traveling or stay in hideouts. Hideouts are often
very small and congested secret rooms, designed to stay hidden during raids. A
piece of simple information like the location of a secret place in a house can save
millions of lives, but it is pretty impossible to notice each and every hideout dur-
ing raids. According to the report [5] only 0.04% of all victims have survived or
rescued. There are multiple ways to strike down the human trafficking process,
but this paper addressed the way of detecting and rescuing the victim.

1.3 Contribution of Research

The literature proposes a WiVi framework build on the top of an IoT device,
that can be used to detect human presence. This can be possible because of
the reflection and refraction properties of the radio waves. This paper further
implemented the state of the art WiVi [6] and WiZ [7] to detect humans through
the wall by using SSD [8] object detection model. The proposed model can also
be used in different military and nonmilitary operations.

1.4 Structure of the Paper

The rest of the paper is organized as follows. Section 2 elaborates on the theory
of the Radio Frequency and WiVi as well as some critical Literature. Section 3
and Sect. 4 provide the proposed framework and the methodology respectively.
The approach and future scope are discussed in Sect. 5 and finally the paper is
concluded in Sect. 6.

2 Wireless Vision

Popularly known as WiVi [6], it follows the same principle as normal photo-
graphic sensors to capture an image, but it uses radio-wave instead of visible
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light waves. WiVi is compact, low cost, low bandwidth, and easily accessible
non-military technology used to sense objects present behind a fully opaque sur-
face. The characteristics of the radio-wave help WiVi to possess such features.
Later in this section, the working of WiVi is discussed.

2.1 Radio Wave

Radio wave falls under a frequency range of about 20 kHz to approximately
300 GHz, is the frequency rate of oscillation of an electrical or voltage alter-
nating electric current or magnetic, electromagnetic, or electromagnetic field or
mechanical device. This is approximately between the upper limit of audio fre-
quencies and the lower limit of infrared frequencies. These are the frequencies at
which oscillating current energy can radiate as radio waves of a conductor into
space. Different sources for the frequency spectrum (Fig. 2) define specific upper
and lower limits.

Fig. 2. The electromagnetic spectrum.

Frequency is expressed in units called hertz, which are the cycles per second
for the propagation of a wave. The human eyes can not see the frequencies
that are beyond the visual spectrum 405–790 THz, but it can be sensed by
using specific kinds of sensors. The visual and infrared waves can not penetrate
a fully opaque barrier as they interact with the pigment and the temperature
of the surface respectively. Except these two, other waves such as radio wave,
microwave, x-ray, and gamma-ray can penetrate this kind of surfaces.

2.2 WiVi

WiVi is a device that is used to captures objects present behind a fully opaque
surface like a wall. Because of the presence of Wi-Fi chipsets, the through-wall
imaging is comparatively cost less, consumes less power, and available to average
users. It uses WiFi OFDM signals in 2.4 GHz ISM band and conventional WiFi
hardware. It consists of 3 antennas in such a way that two of them are used as
transmitter and one as the receiver. The directional antennas focus the radio
wave toward the area.
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2.3 Literature

Decades before the introduction of WiVi, the curiosity to see-through-wall was
introduced [9]. With time the problem is simulations [10,11] and modeled [12,13].
Literature like [14–16] implemented it on moving object detection. After its
inception in [6], the legacy continued to provide some critical literature address-
ing emotion recognition [17], object tracking [18], detection sleep stages [19],
motion tracking [20], human pose, skeleton, action and mesh detection [21–24]
by the original authors. The work is also deployed in various areas such as
surveillance, healthcare, Human-Computer-Interaction, etc.

A violence detection system is proposed in [25] by using WiVi, whereas lit-
erature [26,27] proposed to use the wireless technique for crowd counting and
occupancy monitoring. A WiVi based person identification framework is pro-
posed in [28] and the literature [29] suggested a WiVi surveillance system based
on a drone. In healthcare, wireless vision can help monitoring Heartbeat [30,31]
and sleep [32]. According to the literature [33–35] WiVi can become a potential
tool for gesture recognition system.

3 Proposed Framework

A microprocessor, multiple arrays of WiFi transmitting antenna and receiving
sensors, and actuators like buzzers and LCD display are used to implement the
framework (Fig. 3). The transmitting sensors are used to throw radio waves,
and the receiving sensors are used to pick up the radio wave reflect back by
hitting nearby objects. The sensing data collected by the receiver processed by a
microprocessor for human detection and the buzzer is triggered when detected.
Specifications and characteristics of these devices are described in the following
subsections.

Fig. 3. Physical architecture of the proposed framework.
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3.1 Microprocessor

A single-board computer having a quad-core 1.5 GHz microprocessor named
Raspberry Pi 4 is used to perform the computation. The task includes control-
ling the sensor grid, reconstructing the image from sensed data, and detecting
objects in real-time. These processes are further elaborated in Sect. 4. This can
also be used to transmit the sensor data to a remote server, for precise analysis.

3.2 Antennas and Sensors

The model uses the WiFi transmitting antenna to relay the radio wave and
RF sensors for receiving the reflections. As discussed in Sect. 2, the radio wave
can move across solid structures like brick cement walls and metal covered con-
tainers. These sensors are arranged in a two array grid (Fig. 3c), where the
vertically placed sensors collect the perpendicular reflection, and the horizontal
sensor collects the parallel radio wave reflection. The framework used multiple
transmitting antennas and multiple sensors to gather more angular reflections,
which helps in image reconstruction and object localization (Fig. 5).

3.3 Buzzer and Actuators

Though the proposed model uses an LCD display to stream the heat-map video
obtained by the sensors and a buzzer to indicate the presence of humans (Fig. 3a).
There are many possibilities to add a number of actuators for desired outputs
and alerting systems.

4 Method

Fig. 4. Workflow of proposed framework.

This section discusses the workflow (Fig. 4) and the method behind the frame-
work proposed in Sect. 3. After the array of RF sensors capture the reflected
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radio waves, the sensed data further reconstructed as a heat-map image frame.
Then the image is processed for noise removal and object detection. For a better
understanding of the proposed framework, its workflow is divided into 3 phases,
as follows:

1. Signal Acquisition
2. Image Reconstruction
3. Object Detection

4.1 Signal Acquisition

Propagation of RF Signal. Radio wave propagation is the behavior of radio
waves as they migrate or propagate from one place to another, or in various areas
of the atmosphere. As a form of electromagnetic radiation, such as light waves,
radio waves are affected by the phenomena of reflection, refraction, diffraction,
absorption, polarization and dispersion. Understanding the impact of changing
conditions on radio transmission has many practical applications according to
the need.

All electromagnetic (radio, light, X-rays, etc.) waves, in free space, obey the
inverse-square rule which specifies that the power density ρ is proportional to
that of the square distance r from the point source, or:

ρ ∝ 1
r2

.

The transmitter antenna may typically be approximated by a point source
at normal contact distances from a transmitter. Doubling the distance of the
receiver from the transmitter ensures that the amplitude of the radiated wave
at the new position is reduced to one-quarter of its previous size.

Reception Due to Reflection. When a radio wave, or indeed any electro-
magnetic wave, encounters a change in the medium, some or all of it may spread
to the new medium, and the remainder may be reflected. The part that enters
the new medium is called the transmitted wave, while the other part is called
the reflected wave. In real transmission paths, radio waves are often reflected by
a variety of different surfaces. So here the challenging task is to determine the
reflected wave received comes from which surface if there is a multiple layer of
surfaces. Depending on the interval time of transmission & reception, the energy
content in the reflected wave and the texture of the reflected wave it can be
determined from which surface it got reflected.
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Fig. 5. The process of signal acquisition.

4.2 Image Reconstruction

This sub-phase includes data to heat-map translation and image reconstruction.
Heat-maps are great for visualizing statistical and senor data, and it is very easy
to produce as well. In hit-map, the warmer color represents a relatively higher
value than the cooler color. In the proposed model data collected from sensors
translated into heat-map. As the model used unidirectional sensors for accuracy,
as it collects more accurate and precise data from its line of sight (Fig. 6a and
b). Then these heat-map data are merged together to form a single image frame
(Fig. 6c).

Fig. 6. The process of heat-map image reconstruction.

4.3 Object Detection

This sub-phase includes training dataset generation and object detection
(Fig. 7). A specially trained MobileNetV3-SSD object detection framework build
with TensorFlow is deployed on the Raspberry pi. Unlike YOLOs and RCNNs,
SDD is not resource-hungry. Here the accuracy of the object detection model is
traded off due to the limitation of processing power. The model is trained with a
heat-map image data set, which is created by annotating human figures in a large
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number of heat-map images, which are captured by the proposed device itself
in a different environment having different human forms and different kinds of
barriers between humans and sensors like a brick cement wall, metal containers.

Although SSD is a less resource-consuming object detection model, real-time
implementation can put a lot of strain on CPU and overheating. So the model is
set to process the video at or less than 8 FPS. When SSD detects a human, the
LCD will show a bounding box over the human figure (Fig. 7c) and the buzzer
is triggered.

Fig. 7. The process of object detection.

5 Discussion

5.1 Limitations

Although the proposed model used WiVi, which is the most efficient framework
to see through wall, there are two major limitations of our model that is needed
to be addressed in further studies. They are given as follows:

Radio-Wave Noise. When WiFi antenna throws the radio wave, Each and every
object of the environment reflect distinct amount of wave back to the sensor.
Any reflection, other than the reflection of the desired object is a noise. The
noise level increases, when the environment also contain a WiFi.

Limited Resources. As the model is built on a mobile single board computer,
so resources like processing power, memory, and available energy are limited.
Connecting to the cloud will result in precise detection, but the network latency
will preempt its real-time status.
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5.2 Future Scope

There are numerous ways, how the proposed framework can be extended or
deployed. Unlike a mobile device as proposed in the paper, the framework can
be implemented as a fixed devise, placed in a toll booth to scan vehicles for
monitoring vehicle occupancy and cargo contents. The device can also be used
in many applications, such as the detection of electronic devices in examination
hall, or intruder alerting system.

6 Conclusion

Human trafficking is a serious crime and needs to be addressed as strongly as
possible. It is threat to not only to the society, but to humanity as well. It is
the most profitable crime spread across globe and can be denoted as mother of
all crimes as it provides workforce to other crimes such as prostitution, organ
stealing, drug paddling, illegal migration, child exploitation, contract killing etc.
That means reducing the footprint of human trafficking can affect other criminal
activities too. Locating and rescuing victims is a very difficult process, and with
each passing days the traffickers are becoming more smart.

Since the inception of technology, it is helping to solve the human task more
efficiently. The framework proposed in this paper is an effective way to detect
and rescue human trafficking victims. It uses the harmless, low cost and most
efficient wireless technology available for non-military entities. There are several
limitations in the model, which needed to be addressed in further studies.
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Abstract. In recent years, the drive-by sensing paradigm has become
increasingly popular for cost-effective monitoring of urban areas. Drive-
by sensing is a form of crowdsensing wherein sensor-equipped vehicles
(aka, mobile agents) are the primary data gathering agents. Enhancing
the efficacy of drive-by sensing poses many challenges, an important one
of which is to select non-dedicated mobile agents on which a limited
number of sensors are to be mounted. This problem, which we refer to
as the mobile-agent selection problem, has a significant impact on the
spatio-temporal coverage of the drive-by sensing platforms and the resul-
tant datasets. The challenge here is to achieve maximum spatiotemporal
coverage while taking the relative importance levels of geographical areas
into account. In this paper, we address this problem in the context of the
SCOUTS project [1], the goal of which is to map and analyze the urban
heat island phenomenon accurately.

Our work makes several significant technical contributions. First, we
delineate a model for representing the mobile agent selection problem.
This model takes into account the trajectories of the vehicles (public
transportation buses in our case) and the relative importance of the
urban regions, and formulates it as an optimization problem. Second,
we provide an algorithm based on the utility (coverage) values of mobile
agents, namely, a hotspot-based algorithm that limits the search space to
important sub-regions. Third, we design a highly efficient coverage redun-
dancy minimization algorithm that, at each step, chooses the mobile
agent, which provides maximal improvement to the spatio-temporal cov-
erage. This paper reports a series of experiments on a real-world dataset
from Athens, GA, USA, to demonstrate the effectiveness of the proposed
approaches.
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1 Introduction

The massive proliferation of mobile sensor devices is changing the landscape
of environmental monitoring by augmenting conventional data sources such as
satellites and weather stations with the crowdsensing paradigm. In particular,
crowdsensing is very beneficial in urban areas where higher population densities
not only provide larger pools of potential contributors but also enhances the
impact of crowdsensing on the local population.

Although people are considered to be the main participants in crowdsensing,
a new category of this paradigm, namely drive-by sensing, has recently emerged.
In the drive-by sensing paradigm, the primary sensing agents are vehicle-borne
sensors [2]. Drive-by sensing has numerous applications in urban and environ-
mental monitoring, especially where the properties that are being monitored
exhibit strong spatio-temporal associations. Google street view [3] is a famous
example of the drive-by sensing paradigm, wherein vehicles are employed to col-
lect street-level imagery on a global scale. Drive-by sensing paradigm has also
been employed to monitor the road conditions at both the surface and sub-
surface levels [4].

A recent research direction has been to employ non-dedicated vehicles (vehi-
cles whose primary functionality is not sensing/data gathering) for drive-by sens-
ing. Here, sensing occurs opportunistically during the regular operation of the
vehicles. For example, in the City Scanner project [5], sensors were mounted on
municipal garbage trucks to collect a multitude of environmental parameters of
the city without interfering with the routes or operations of the truck fleet.

Drive-by sensing through public transportation vehicles (e.g., city buses) is
attractive because of the several advantages it offers. First, these vehicles fre-
quently move around the cities throughout the day, providing a cost-effective
means to monitor large swathes of cities. Second, because these vehicles ply on
pre-defined routes and follow pre-defined schedules, it is possible to estimate
their locations at a given time of day. This permits systematically planned data
gathering. Since these vehicles return to specific locations at the end of their
shifts, scheduling the mounting and maintenance of sensors becomes less cum-
bersome.

While drive-by sensing through non-dedicated vehicles is becoming popular,
making it effective, efficient and practical poses significant difficulties such as lack
of control on the routes and the schedules of these vehicles, their uneven spatio-
temporal sensing coverage, and the high costs along with the human efforts
involved in installing and maintaining the sensors on vehicles. One of the major
research challenges is to select a subset of public transportation vehicles (i.e.,
buses) to mount the sensor devices. This challenge acquires importance because
budgetary constraints and human effort required in installing and maintaining
sensors often limit the number of sensors that can be deployed (i.e., it is imprac-
tical to deploy sensors on all city buses). For instance, a single sensor setup to
monitor urban temperatures costs more than a hundred dollars, and installing
and configuring a setup on a bus requires a few hours of work from a human
expert.
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In this context, it is imperative to design a cost-effective strategy to select
buses for installing a limited number of sensors so as to maximize the benefits of
sensing in terms of spatio-temporal granularity and coverage of the sensed data.
In this paper, we refer to this as the mobile agent selection problem. Furthermore,
based upon the urban phenomena being monitored, certain parts of the city
may have a higher importance in the sense that they may need to be sensed at
higher spatio-temporal resolutions. For example, these may be densely populated
regions or regions with significant variations in the environmental parameters.
Thus, the mobile agent selection problem (city buses in the context of this study)
has to take into account the relative importance levels of the sub-regions of an
urban area.

In this paper, we focus on this problem in the context of the SCOUTS project
[1], the goal of which is to generate hyperlocal heatmaps of urban regions with
high spatio-temporal granularity. In addressing this problem, we make several
novel technical contributions, which can be summarized as follows:

– We provide a novel mathematical formulation for the mobile agent selection
problem. This model is unique in the sense that it takes into account the
trajectories of vehicles as well as the relative importance levels of various
sub-regions of an urban area. We formulate this as a constrained optimization
problem with an objective function that encapsulates spatio-temporal sensing
granularity requirements.

– We propose our hotspot-based algorithm that shrinks the spatial grid of the
whole city to a grid of hotspot cells, which have higher relative importance
compared to other grid cells.

– Third, we design a highly efficient redundancy minimization algorithm. At
each step, this algorithm chooses the bus that provides maximal improvement
to the spatio-temporal coverage of the current selection. This is done by min-
imizing the redundancies caused by overlapping trajectories. This algorithm
not only outperforms the above algorithm in terms of the spatio-temporal
sensing coverage but also runs orders of magnitude faster than an exhaustive
search approach.

We evaluate the performance of all the proposed algorithms on a real-world
bus trajectory dataset from the public transit system from Athens, Georgia,
USA (ACC public transit). Our experiments show that our proposed algorithms
significantly enhance the spatio-temporal coverage of a limited number of sensing
agents.

2 Background and Motivation

2.1 SCOUTS Project

The SCOUTS project at the University of Georgia aims to generate hyperlocal
heat exposure maps of different urban communities [1]. For this purpose, we
augment traditional data sources such as satellites and weather stations with
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human-borne crowdsensing and drive-by sensing. Public transportation buses
were deemed to the most suitable agents for drive-by sensing because of two
reasons. On the one hand, the routes of these buses are close to the daily com-
mute of city-dwellers. On the other hand, the constant movement of these vehi-
cles throughout the cities provide reasonable spatio-temporal coverage of urban
regions.

Figure 1 shows the picture of a temperature sensor setup mounted on public
transportation buses in Athens, GA. The sensor setup was assembled in-house
by our project team. It consists of an Arduino microcontroller board, DS18B20
1-wire digital temperature sensors with 0.5C accuracy, a low-power GPS sensor,
and lithium-ion batteries in a shielded setting. The cost of each sensor setup
is approximately US$120. Apart from the maintenance costs, assembling and
mounting each sensor setup requires approximately four man-hours.

Fig. 1. Temperature sensors mounted on city buses

2.2 Mobile Agent Selection Problem

As stated in the introduction, budgetary and human resource constraints often
limit the number of sensor kits that can be mounted in a city’s transportation
system. On the other hand, the subset of buses that are selected for carrying the
sensors has a significant impact on the spatio-temporal coverage of the drive-by
sensing platform.

In order to demonstrate the importance of the bus selection platform, let us
consider the ACC public transit system. This system consists of 20 city buses
covering the Athens city area (310 km2), and the whole region is modeled as a
rectangular grid with 90 by 90 m square cells. Let us consider a 5-h time window
between 9:00 AM and 2:00 PM on 10-02-2018 (a typical weekday).

Figure 2 shows the spatio-temporal sensing coverages of the best and worst
possible bus selections when the number of available sensor kits were 3, 4, 5, and
6 respectively (we assumed the number of sensors is limited to 15% to 30% of
the number of buses). We define spatio-temporal coverage as follows: if any given
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grid cell has at least one sensor reading from the region within its boundary (i.e.,
at least one sensor-carrying bus passed through the cell) in each non-overlapping
1-h time slots within the 5-h time window (10:00 AM to 11:00 AM, 11:00 AM to
12:00 PM and so on), the spatiotemporal coverage of those sensing agents is the
maximum. Note that the spatio-temporal coverage has a direct bearing on the
quality of the resultant heat map because it represents the completeness of the
underlying data (i.e., if the spatio-temporal coverage is low, it implies a higher
percentage of missing data values and vice versa).

Fig. 2. The worst and the best sensing coverages

Multiple studies have focused on enhancing the sensing coverage in mobile
crowdsensing. These studies assume that all the participants are already
equipped with the required sensing devices, and they investigate various
approaches to distribute sensing tasks while minimizing recruitment costs.

Guo et al. [6] propose a worker selection approach under two situations: either
based on the intentional movement of sensing agents for time-sensitive tasks or
based on their unintentional movement for tasks which are not time-sensitive.
They show how their proposed algorithm outperforms the previous approaches
like that of discussed in [7] as a particle swarm optimization solution. In another
study, Campioni et al. [8] analyze recruitment algorithms aimed at selecting
participants within a crowdsensing network in a way that the most sensing data
is obtained for the lowest possible cost. He et al. [9] present a new participant
recruitment strategy for drive-by sensing by predicting the future trajectory of
participants. Their proposed algorithms show some improvement in terms of
crowdsensing coverage.

In another study, Yi et al. [10] propose a fast algorithm for vehicle participant
recruitment problem, which achieves a linear-time complexity at the sacrifice of
a slightly lower sensing quality. In a separate study, Wang et al. [11] propose a
system model based on the predictable trajectory of public transports through
a cloud management platform that interacts with static base stations for dis-
tributing the sensing tasks. This research, like the other studies discussed in this
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section, assumes that all the vehicles are equipped with the required sensors and
receive a reward per each sensing task.

3 Modeling the Mobile Agent Selection Problem

The overall goal of this model is to maximize spatio-temporal coverage of the
data set collected through drive-by sensing while taking the relative importance
of hotspot locations into account. Therefore, this model focus on selecting an
optimal subset of buses in a way to consider the requirements mentioned above.
For this purpose, we assume that the trajectory data of the buses are available.
In other terms, the routes that each bus traverse are known. Consequently, by
using the GPS data and the timestamps associated with them, we can estimate
the location of each bus at a particular point in time.

To formulate the mobile agent selection problem, we model the area as a grid
of square cells, as shown in Fig. 3. Each cell is characterized by the GPS coordi-
nate of its four corners. The dimension of each cell is a configurable parameter
and represents the spatial granularity of the sensing. We define matrix A, where
an arbitrary cell of the grid is represented as aij :

A =

⎡
⎣
a11 ... a1n

: :
am1 ... amn

⎤
⎦

Fig. 3. A sample grid representation

The relative importance of hotspot areas in a city is represented by the
weights assigned to their corresponding cells in the grid structure. Therefore,
matrix W is defined where each grid cell is associated with a weight:

W =

⎡
⎣
w11 ... w1n

: :
wm1 ... wmn

⎤
⎦
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In our design, time is modeled as a vector of T = {t1, t2, ..., tl} where each tk
is a time slot with configurable duration. The sum of these time slots is 24 h, and
each slot’s duration represents the granularity along the temporal dimension. For
example, if we need to have a reading of an environmental feature every 30 min,
each tk would denote a 30-min time slot.

The set of B = {b1, b2, ..., bp} represents all the buses available in the city
where each bλ represents an individual bus. If a bus bλ carries a sensor (i.e., it
is selected for sensor deployment), it can obtain a reading from the cell aij in
the time slot tk if and only if bλ is present within aij 's boundaries for at least
some duration of time slot tk (i.e., bλ has traversed through aij in time slot tk).
Please note that a bus can traverse through multiple cells during a time slot.
Also, multiple buses can traverse through the same cell during the same time
slot (in which case, we obtain duplicate values). Considering the limited Number
of Sensors (NS), we define Bus Set:

BS = {BS1, BS2, ..., BSq}

as the set of all possible bus combinations, where each BSi is a set of buses
(BSi ⊆ B) and the size of each of these sets is less than or equal to the number
of available sensors (|BSi| ≤ NS). For instance, BS1 can be represented as:

BS1 = {b5, b18, b24}

Objective Function. In this section, we define an objective function for bus
selection that reflects the overall goal of maximizing the spatiotemporal coverage.
For this purpose, let’s suppose that the Selected Bus Set of SBS∗ = {bl, bk, bp}
represents the set of 3 buses which are selected for sensor deployment, such that
SBS ⊆ B and |SBS| ≤ NS. Having laid out the model, we now define the
Coverage Value (CV) of BS with respect to a cell aij at a time slot tk as follows:

CV (BSx, aij , tk) =

{
wtk

ij , if{∃bi ∈ BSx|bi is in aij at tk}
0, otherwise

(1)

In other words, CV determines whether at least one of the buses in a set
sensed the given cell at the given time slot or not. If the condition is true, the
bus set gains the coverage value associated with that location, which is equal
to the cell’s weight. Otherwise, the set gains no coverage value for that specific
time slot.

In the next step towards our objective function, we define the Cumulative
Coverage Value (CCV) of a bus set as:

CCV (BSx) =
∑
tk∈T

∑
∀aij∈A

CV (BSx, aij , tk) (2)
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This measure calculates the aggregated coverage value of a bus set in all the
time slots during a day while eliminating the duplicate values. In other terms,
if more than one bus in a set covers a grid cell in the same time slot, the weight
associated with it will be added to the CCV only once.

Finally, the Selected Bus Set (SBS∗) will be the bus set that its CCV is
higher than all other possible bus combinations. If more than one set achieves
the same maximum CCV, the set in which its minimum CV in all the time
slots is higher than that of the other sets, will be chosen (it denotes the set
with better spatial coverage in each single time slot). Therefore, our objective
function is defined as follows:

SBS∗ = BSx, if (CCV (BSx) >
∧

BSi−{BSx}
CCV (BS)) (3)

In short, the primary motivation is to minimize the redundant values in both
space and time by selecting the best subset of our mobile agents.

Illustrative Example. In order to better understand the definitions mentioned
above, Fig. 4 shows a sample grid with 16 cells and no hotspot (wij = 1). The
routes that each bus passed during a time slot is depicted using the dotted lines.
Let's suppose that there are two bus selections named BS1 and BS2, where:

BS1 = {bus1, bus2, bus3}
BS2 = {bus3, bus4, bus5}

Fig. 4. An example of a bus selection coverage in one time slot

Although bus3 is selected in both sets, the other two buses are different.
Table 1 represents the number of cells passed by each bus during a given time
slot. For instance, bus1 passed three different cells (a21, a31, and a22); therefore,
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it gets the coverage value of 3. Similarly, the coverage value for other buses
is calculated. The last column represents the sum of the coverage values while
excluding the duplicates. Therefore, although the actual sum of the values in the
first row equals 12, eliminating the duplicates reduces it to 10. As depicted in
Fig. 4, we can see that the two cells of a22, a32 are covered twice. Thus, the first
bus set as a whole, gained a coverage value of 10 in this time period.

In the next step, we want to continue with the same example in Fig. 4 for
three consecutive time slots. In Fig. 5 the grid on the back corresponds to the
same bus set of BS1 which we saw in Fig. 4. Considering that during the first
time slot, BS1 covered 10 different cells, this selection gains the coverage values of
10 in t1. During the second time slot, the three buses continued their routes and
sensed 12 different cells. Although some of the cells were already sensed during
t1, these cells are counted again in t2, because we only exclude the overlaps
within the same time slot. Therefore, BS1 gets the coverage value of 12 in t2.
Following the same logic, BS1 gains the coverage value of 9 during t3. These
coverage values correspond to the first row of Table 2.

Table 1. Calculating bus coverage value at tl

Table 2. Total sensed cells per each sensing period

In the next step, we generate the Total Coverage Value for each bus set
during the whole time period. The first column in Table 3 represents the CCV
for each BSi. The values of this column are simply the summation of the values
in each row of Table 2. The second column of Table 3 shows the minimum value
of each row of Table 2. In other terms, this column shows the minimum coverage
values that each bus set earned during each time slot.

To better understand how the different weights of hotspot locations can affect
the sensing coverage values, Fig. 6 depicts the previous example with BS1 and
BS2 while the grid cells have different weights. Accordingly, Table 4 shows the
updated coverage values of these two bus sets at t1.
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Fig. 5. An example of a bus selection (BS1) coverage in three consecutive time slots

Table 3. Total sensing coverage value for each bus selection during the whole time
period

Table 4. Calculating bus selection coverage value at tl with hotspots
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Fig. 6. An example of a grid with hotspots of different weights

4 Simple Approaches and Their Limitations

4.1 Naive Approach

The simplest approach to solve the problem is to mount sensors on a randomly
selected set of buses. Since this approach does not consider any requirement with
respect to spatiotemporal coverage or the hotspot locations, it will often lead
to a poor selection of buses. Furthermore, the variance of CCV among different
runs of the algorithm will be very high.

4.2 Exhaustive Approach

The other approach which considers our discussed objective function is the
exhaustive method. In this approach, all the possible combinations of n buses
taken r at a time, where r is equal to the number of sensors (NS), is computed.
Then, the bus combination with the highest CCV will be chosen.

In this algorithm, we first need to create the grid structure based on the given
size for each cell by using the latitude and longitude of the area. Next, the algo-
rithm generates the matrix W, where the weights associated with each grid are
provided by domain scientists based on the target phenomena to be monitored.
Besides, this algorithm creates all the possible bus selections with X different
buses where X is equal to or less than the number of sensors. Furthermore, it
calculates the set of time slots within the total sensing period. Given these data,
the main function chooses the most optimal bus set with the highest spatial and
temporal coverage.

This algorithm calls two other functions. The first function, which is called
CCV Calculation, determines the cumulative coverage value earned by each
given bus set by looping through the set of mobile agents, the cells within the
grid structure, and the weights associated with each grid cell. Furthermore, it
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calculates the minimum coverage value during different time slots for each grid
cell. The second function, called SBS, chooses the best selection by applying
the objective function. In other terms, it finds the bus selection with the highest
CCV.

Although this method is computationally expensive (its runtime grows fac-
torially in terms of the number of bus combinations), it is guaranteed to choose
the best possible bus combination where the CCV is higher than all other bus
sets.

Considering that the exhaustive approach calculates all the r–combinations
of the set of mobile agents where r is the limited number of sensors, running
the algorithm for large data sets leads to extremely long processing time. There
are many applications where the sensing parameters, such as the coverage values
associated with each hotspot, changes quickly. Thus, we have to unmount and
mount our sensors on a new subset of buses to monitor the target environmen-
tal features in a dynamic setting. For instance, a football game may necessitate
extra surveillance coverage in some specific locations around the stadium. There-
fore, there should be mechanisms to select an optimal subset of buses to mount
surveillance cameras for monitoring the areas of interest for that particular day.
As a result, there is a need for utility-aware approaches with a fast decision pro-
cess to choose an optimal subset of public transportation vehicles to cover the
target areas.

To provide a better understanding of the scale of real-world applications,
Table 5 provides the number of buses in some selected cities around the world
[12–17]. It also represents the number of different bus combinations if 5%, 10%,
or 20% of the buses are supposed to be selected. For instance, there are 639 buses
in Atlanta. If we want to select 32 buses out of 639 which traverse around this
city, we need to calculate the CCV of around 1.03E+54 different bus selections.

Table 5. Combinations of different bus selection in selected cities

5 Utility-Aware Approaches

In this section, we propose our utility-aware sensing approaches to resolve the
limitations associated with the simple approaches, which can be leveraged in
various sensing frameworks where selecting a subset of vehicles is required.
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5.1 Hotspot-Based Approach

The hotspot-based approach is designed based on the relative importance of
some areas in an urban region. The importance of a particular area is indicated
by a weight (wij) assigned to the corresponding grid cell, while the default weight
of each grid cell is one.

In this approach, instead of running the aforementioned exhaustive algorithm
on all the grid cells, we only consider hotspot cells, i.e., the cells that correspond
to areas with higher importance levels as indicated by their respective weight
values. The threshold of these weight values for a cell to be considered a hotspot
is a configuration parameter and is specified at the time of running the algorithm.
For instance, the locations with a high variation in temperature or the areas with
high population density can be configured as hotspot locations.

On the other hand, this approach excludes the buses that do not pass through
any hotspot location. Excluding buses that do not pass through hotspots signifi-
cantly reduces the number of bus combinations that need to be considered, thus
letting the algorithm to perform much faster.

5.2 Utility-Aware Redundancy Minimization Algorithm

Our redundancy minimization algorithm is designed as follows: in the first step,
the bus that has the highest spatiotemporal coverage and goes through the
largest number of hotspots in different time slots is selected. In the next step,
the algorithm chooses the second bus with the best coverage while it passes
through the most number of remaining hotspots. In other words, in each step,
the selection is made in a way to maximize the number of sensed hotspots,
excluding the ones which are already covered by the previous mobile agents.
This algorithm continues selecting one mobile agent at a time until it reaches
the limit imposed by the number of sensors.

As shown in the pseudocode of our utility-aware spatiotemporal redundancy
minimization algorithm in Fig. 7, the algorithm starts by choosing the bus with
the highest CCV. Upon selecting a bus, the weight associated with all the grid
cells where that specific bus covered in each time slot will be changed to zero.
Therefore, by excluding the overlaps, the next bus will be selected such that it
covers the highest number of remained cells and hotspots.

In general, greedy strategies, like our redundancy minimization algorithm,
are promisingly efficient in analyzing large spatiotemporal data sets [18]. In par-
ticular, these approaches become very useful for solving combinatorial optimiza-
tion problems. Big data analysis necessitates leveraging scalable computational
methods that can be used in real-world scenarios where a fast and efficient
decision-making process is required.
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Fig. 7. Pseudocode of the utility-aware redundancy minimization algorithm

6 Experimental Evaluation

In this section, we perform a couple of experiments to analyze the spatiotempo-
ral coverage and the computational performance of our proposed algorithms on
a real-world data set. In this case study, we focus on the SCOUTS project, which
aims to generate hyperlocal heatmaps of the urban areas with high spatiotem-
poral granularity. The data set includes one-year trajectory data of twenty city
buses in the city of Athens, Georgia.

6.1 Experimental Setup

To solve the coverage maximization problem of city buses, we create a grid
covering the whole area while each cell corresponds to a 90-m by 90-m area
on earth. In this study, the hotspot locations and their respective weights are
determined by the heatmaps generated from satellite imagery. In other terms, the
relative importance of each hotspot to be targeted by drive-by sensing vehicles
is defined by analyzing the history of heatmaps generated by Landsat 8 satellite
imagery.

We tested our proposed algorithms on 5 h of bus trajectory data collected
every 5 s, which in total contains more than 61,000 data points. Furthermore, we
located seven different hotspots in the city of Athens, with their weights varying
from 2 to 8, provided by remote sensing experts. It should be mentioned that
the hotspot locations in this experimental study, covered less than 0.075% of the
whole urban area.

6.2 Results

In order to compare the coverage values along with the runtime performance of
our three algorithms, we tested them on a varying number of sensors (i.e., 3, 4, 5,
and 6 sensors representing 15% to 30% of the number of buses). Figure 8 shows
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the CCV earned by each algorithm and Fig. 9 depicts the runtime comparison
of these algorithms. We can see that the utility-aware redundancy minimization
algorithm consistently gains a CCV very close to the highest possible coverage
value, while its runtime is orders of magnitude less than the exhaustive algorithm.
In other terms, although the exhaustive algorithm guarantees to choose the bus
combination with the highest possible CCV, its substantial computational cost,
which grows significantly, makes it impractical for real-world applications. The
considerable performance of our redundancy minimization algorithm is followed
by the hotspot-based algorithm.

Fig. 8. CCV comparison for different number of sensors

Fig. 9. Runtime comparison for different number of sensors

Finally, to elaborate on the practicality of our proposed objective function,
we plot the trajectory data of a selected bus set (the experiment with 3 sensors)



Spatio-Temporal Coverage Enhancement in Drive-By Sensing 123

on the map. Figure 10 illustrates how well our proposed objective function was
able to select buses with the highest spatiotemporal coverage while having the
lowest amount of overlaps.

Fig. 10. Trajectory map of the bus combination of the exhaustive algorithm

7 Conclusion

In this paper, we first formulate the problem of choosing an optimal subset
of non-dedicated mobile agents on which a limited number of sensors are to be
mounted, for the sake of sensing coverage enhancement. Our objective function is
implemented by three different algorithms, namely the exhaustive algorithm, the
hotspot-based algorithm, and the utility-aware redundancy minimization algo-
rithm. Then, we compare their performances and provide experimental results
using real trajectory data set of public transportation buses in the city of Athens,
GA. We showed how our utility-aware algorithms provide near-optimal solutions
and outperform the exhaustive algorithm in terms of runtime. Our redundancy
minimization algorithm is particularly practical for real-world drive-by sensing
platforms where there are some regions with higher relative importance to be
consistently monitored.
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Abstract. This work exposes the development of an electronic system for the
detection of pollutant agents in water and integrates the design of the system with
methods for collection of information and the detection of polluting particles in
deposits. For this purpose, the stimulation is applied by dielectrophoresis, which
manipulates the particles suspended in water, so that it is possible to perform a
detection, extraction and accounting process to obtain data of the contaminants
by doing experiment on liquid samples. The ultimate purpose is the anticipated
detection of possible problems related to contaminants in the water.

The finished design and the functional prototype show experiments in the
detection of live and inert particles in the range of 5 µm and 10 µm, and the
methodology to carry out the proposed analysis. The elements of the system inte-
grate the use of an LM3S6965 processor, which is responsible for processing the
input parameters that pass through a signal conditioner, also it is responsible for
the electrical stimulation necessary for the experiment and then using a micro-
scope it’s possible to generate images of the results. For the experiments shown
there is the generation of signals of 5 Vpp with a frequency of 28 kHz, applied to
a mixture of 10 µm polystyrene particles and 5 µm yeast cells, obtaining results
about the behavior of these particles.

The main objective of the research carried out is to develop a solution to
the problem that exists with the current methods that are not portable and to
implement a system based on the System on Chip (SoC) architecture. The results
of this work presents a functional prototype of the system, and shows the detection
of contaminants and a data transmitter for the collection of information. Also, the
experiments made show the handling of inert and living particles with the use of
polystyrene and yeast beads. One of the main characteristics of the system is that
it could be adjusted to read parameters in other liquid containers to detect different
particles.

Keywords: Particle manipulation · Dielectrophoresis · Pollution on water
deposits · System on chip

1 Introduction

For the present research, emphasis will be placed on presenting a system capable of
identifying different types of particles in static aquatic environments, that is, in water
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containers, which could contain particles or contaminating agents. Among the different
types of microorganisms that can exist in aquatic containers, are include bacteria, fungi,
protozoa, arthropods, among many others. Although some of these microorganisms
could be useful to maintain balance in aquatic environments, some of them can be
harmful to health and represent problems in the quality of the water that contains them
[1].

In thisway, there are different factors that can alter the healthy parameters of thewater
contained in different deposits. On the other hand, the terms and criteria that exist for the
care of water quality are applied primarily to human consumption, followed by deposits
that represent habitats for wildlife and applications such as recreational and industrial
uses [2]. Therefore, in order to comply with the required standards, it is necessary to
perform tests, experiments and measurements.

There are different types of tests that can be performed on water containers. Accord-
ing to the World Health Organization, water with polluting agents can be transmitted as
cholera, typhoid fever, poliomyelitis, among others; and at the same time, it is estimated
that the pollution on drinking water causes more than 502,000 deaths per year [3]. In
this way, conducting research that promotes innovation in systems for the analysis of
water tanks and that at the same time are simple and accessible to end users, represents
a latent need.

Studies on particle handling impact a wide range of research areas and have different
applications. Also, there are different methods that allow these analyzes to be carried
out, to explore new phenomena in the mentioned areas and to open the way to new
experiments [4]. On the other hand, one of themost usedmethods to carry out analyzes of
this type is the stimulation of particles in an electric way, however, one of the limitations
that the use of this type of methods has is that the instruments used are not portable,
since they depend on the amplitude of the signals, as well as on the frequency used to
generate the desired effect in the analyzed particles [5].

For the purpose of this study, a particle analysis in water tanks will be carried out,
implementing dielectrophoresis methods in order to detect contaminating agents in the
mentioned tanks. Dielectrophoresis is defined as a process of particle transport that is
possible through the application of non-uniform electric field [6]. Said method consists
of applying electric fields in particles suspended in some fluid, in this case, the polluting
agents that are suspended in the water tanks. When this force is applied to the particles,
the respective elements experiences an imbalance internally, causing the movement of
the particles.

2 Materials and Methods

2.1 Particle Manipulation

The studies in the area of particle handling have been of great help in the development
of new systems that allow improving the quality of people’s lives. These significant
advances have made evident the need to continue innovating in the development of new
techniques or in the improvement of existing ones.
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The electromechanical phenomenon of inducing force to suspended particles
includes concepts such as electro-osmosis (EO), electrophoresis (EP) and dielec-
trophoresis (DEP), among others [7]. This type of methods has been useful in the
development of techniques that allow concentrating and separating particles for their
study. To continue with the objective of this research, the technique chosen as the object
of study is Dielectrophoresis (DEP). In this way, the magnitude of the force applied
must be a function of the radius of the particle (r) and the gradient of the electric field
squared (∇E2). The polarization of the suspended particle is produced by the electri-
cal properties, permittivity and conductivity, as well as by the frequency of the applied
signal, and is defined by the Clausius-Mossotti factor. This factor is recurrently used
in studies involving Dielectrophoresis, because it allows recognizing the polarization
of the particle embedded in a specific container. The force of Dielectrophoresis will be
positive (attractive) when the particle is polarized to a greater extent than the suspension
liquid, presenting an attraction to the regions where the intensity of the electric field is
high and the permissiveness is higher than the mean respectively; otherwise, the force
will have a negative (repulsive) magnitude. The following equations show how to obtain
the force of Dielectrophoresis and how to calculate the Mossotti Factor.

−−→
FDEP = 2πr3ε0εmRe(fCM )�E2 (1)

fCM = εp − εm

εp + 2εm
(2)

There are different causes why an experiment withDielectrophoresis can be affected.
Variables such as the size and shape of the molecules of interest, the temperature, the
applied voltage and the duration of the applied electrical force, just to mention a few.
In this way, in order to reduce such variations in experiments of the same type, there
are parameters that function as limits depending on the type of material used in the
experiment.

2.2 System Design

The design of the presented system consists of the application of a System-on-Chip
(SoC), with the purpose of modeling and implementing electrical signals for the manip-
ulation of the studied particles. In the sameway, the design includes a transmitter module
for collecting data on the experiments carried out. In this way, the implementation shows
the configurable system, capable of generating individual, double or superposed signals
of up to 30 Vpp as output, said signals can be sinusoidal, saw, or triangular. Also, the
system can use frequencies in a range from 0.01 kHz to 40 kHz. One of the main char-
acteristics of the presented system is that it can be reprogrammed and configured for
the generation of different types of signals. In the following figure, each element of the
system is specified and the operation of each one is mentioned.

As shown in Fig. 1, the serial connection of each of the elements of the system is
done through a USB port that connects the user interface with the processor for signal
stimulation.
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Fig. 1. Flow chart with the elements of the system

The interface of the system has been developed in order to provide the user with
control over the parameters entered into the system. Said operating parameters are the
type of signal that will model the system, the frequency of said signal, the samples
per cycle and the period time for the simulation when it is not a continuous cycle
experiment. The interface is displayed on the computer screen where the measuring
system is connected via USB. The next step is for the user to enter if he wants to
perform an experiment with a single signal, two signals on two different channels, or
two superimposed signals on the same channel.

2.3 Signal Conditioning

The signal conditioner is necessary to transform the digital data coming from the pro-
cessor into an analog signal. To make this possible, the DAC902 device is used, which
is a digital-analog converter, as well as two AD811, which are amplifiers and allow to
manipulate the characteristics of the signals as they are necessary for the application.
This device delivers as an output parameter an analog signal that goes from 0 to 30 Vpp.
This signal complies with the parameters of a classical signal used in experiments on
particle handling. In the following group of figures, the different outputs that the device
used can have are shown.

As shown in Fig. 2a to 2f the device presented in this work can generate signals of
saw, sinusoidal, triangular type, and even some combinations between sinusoidal and
triangular, or triangular with saw with different voltage levels, which can range from 0
to 30 Vpp.

2.4 Particle Stimulation and Detection

For the presented system, a CarbonDEP device was used, which has three-dimensional
electrodes. These electrodes are necessary to apply the voltage produced by the non-
uniform electric field, which generates the necessary dielectrophoresis effect. For the
experiments carried out in the presented research, yeast particles were used, in order to
carry out the necessary tests and to prove the correct functioning of the signal generator.
In addition, it was necessary to implement an arrangement with three carbon electrodes,
which are used to apply the electric potential necessary to produce a non-uniform electric
field, with which it is possible to generate the necessary dielectrophoresis force for the
experiment.
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Fig. 2. a – f Output signals

In Fig. 3, a graphic representation of the arrangement of the carbon electrodes can be
seen. The negative electrodes are represented in dark blue, while the positive electrodes
are represented in light blue.

Fig. 3. Graphic representation of the carbon electrodes array (Color figure online)

On the other hand, the three-dimensional structure of carbon is 40 µm in height,
with a radius of 12.5 µm, and a center-to-center separation of 45 µm on the X axis and
100 µm on the Y axis. Likewise, deionized water was used with K2HPO as a container
and suspension medium for the particles. The conductivity obtained with the carbon
arrangement and the liquid used is 21 µS/cm. In this case, the detection of the particles
can be done in two different ways; the first, using a resistive sensor which measures
the changes between two electrodes, caused by the movement of the particles; and the
second, applied in the experiments carried out, using a camera and a microscope.

3 Results

3.1 Prototype Implementation

In Fig. 4, the physical appearance of the system is shown, in the same way, each of the
elements mentioned above is indicated in the flow chart of Fig. 1. For the selected experi-
ment, an analog signal of 5 Vpp with a frequency of 28 kHz was produced, and a mixture
of 10µm polystyrene particles and 5µm yeast cells was selected. In the experiment per-
formed, the different particles showed positive and negativeDielectrophoresis behaviors.
On the other hand, estimates of the force Dielectrophoresis made using the application
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Fig. 4. Flow chart and physical representation of the elements of the system

of a finite element method. For this, a 1.2 mmwide microchannel was considered, which
contains an array of 4 × 5 electrodes.

When the system is working, in first place, the processor (Number 2, Fig. 4) takes
the data entered and processes it in the signal conditioning module (Number 3, Fig. 4),
then transport the data in the form of the desired analog signal. Then takes the image
with the video microscope (Number 5, Fig. 4) and displays it on the computer (Number
6, Fig. 4). The last part of the experiment is analyze the images.

Thus, for the estimates made, it was considered for a plane located 30 µm above the
channel floor. At this height, the effect of the flat electrodes located in the lower part
of the channel could be ignored. The boundary conditions were established in electrical
isolation in the walls of the channel and uniform AC electric potential in the three-
dimensional electrode poles. The mesh for this geometry consisted of 14,208 elements.
Also, it can be seen that, for the frequency range considered in this experiment, the
polystyrene beads will experience negative DEP, while the yeast cells present a change
in 8 responses, changing from weak DEP at low frequencies to strong DEP at high
frequencies. Experimental results for the mixture of yeast cells and 10 µm polystyrene
particles are presented in Fig. 5b and 5c. In Fig. 5c it is observed that, when no potential is
applied, the particles are distributed randomly after injecting the sample into the channel.

The experimental results confirm that the yeast cells show a positive Dielectrophoric
force response that attracts carbon structures and flat carbon electrodes in the lower part
of the channel. Meanwhile, polystyrene beads show a negative response to the force
of Dielectrophoresis generated, since it repels carbon electrodes and flat electrodes in
regions where the gradient is lower between the structures.

3.2 Discussion

The experiments were performed with polystyrene and yeast particles, however, the
developed system can be installed in anywater tank and applied to identify awide variety
of different particles. In a study where the design of a device with an arrangement of
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Fig. 5. a–c Clausius Mossotti factor and results of the mixture of yeast and polystyrene particles

insulators inside a channel was made, where they managed to trap latex particles of
200 mm in diameter; a technique similar to that used in the present investigation.

Regarding the use of the Clausius Mossotti Factor, a study carried out a work in
which it’s introduced a model for the modeling of dielectrophoresis using said factor
[8]. This analysis illustrates how to add frequencies and parameters to obtain particle
separation with a similar Clausius Mossotti factor. The results obtained in said study
show the use of different frequencies for the manipulation of particles; a process similar
to that presented in the current investigation.

Therefore, methodologies that use the use of dielectrophoresis will take even greater
importance when dealing with issues such as water quality or public health, since they
involve the early detection of diseases or have the opportunity to avoid some of them
through the detection of particles harmful in time.

3.3 Conclusions

A system with these characteristics opens the potential for more complex systems for
the manipulation of particles in microfluidic devices, different stages could be integrated
in a simple device, since each stage can have an independent and different electrical
stimulation. Complex samples can be handled in steps, from the initial classification,
followed by separation and concentration. Also, the system could be used not only in
water deposits but in other type of liquids, opening the opportunities to improve quality
in different situations. In this way, the versatility of the device allows it to be used in a
wide range of applications.

And since the system is portable, a sequence of experiments canbeperformedwithout
the need of user intervention. Finally, the system is also capable of working with non-
sinusoidal waveforms, such as those of triangular or saw teeth, it provides an additional
degree of flexibility for the development of new electrokinetic manipulation techniques
based on the combination of these signals. The system described here is a step towards
the development of more advanced on-chip integrated systems.
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Abstract. Amyotrophic lateral sclerosis (ALS) is a progressive neurode-
generative disease of the brain and the spinal cord, which leads to paral-
ysis of motor functions. Patients retain their ability to blink, which can
be used for communication. Here, We present an Artificial Intelligence
(AI) system that uses eye-blinks to communicate with the outside world,
running on real-time Internet-of-Things (IoT) devices. The system uses a
Convolutional Neural Network (CNN) to find the blinking pattern, which
is defined as a series of Open and Closed states. Each pattern is mapped
to a collection of words that manifest the patient’s intent. To investigate
the best trade-off between accuracy and latency, we investigated sev-
eral Convolutional Network architectures, such as ResNet, SqueezeNet,
DenseNet, and InceptionV3, and evaluated their performance. We found
that the InceptionV3 architecture, after hyper-parameter fine-tuning on
the specific task led to the best performance with an accuracy of 99.20%
and 94 ms latency. This work demonstrates how the latest advances in
deep learning architectures can be adapted for clinical systems that ame-
liorate the patient’s quality of life regardless of the point-of-care.

Keywords: CNN · IoT · Neural Network · Transfer learning ·
Resnet · Inception · InceptionV3 · DenseNet · Squeezenet · ALS

1 Introduction

A plethora of clinical conditions, such as brain trauma and amyotrophic lateral
sclerosis (ALS), cause damage to the central neural system (CNS) or brain, in
such as way that the ability of speech and motor functions cannot be sustained.
In those cases, the ability to communicate is limited, to non-verbal forms of
communication, such as eye blinking.

Certain approaches have been used in the past to solve this problem.
Researchers in [1] use Infrared (IR) sensors to estimate the state of the eyes
(‘Open’ or ‘Closed’) in order to detect blinking, which is then converted to
Morse code. Challenges in this approach include the IR sensor being irradiated
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by other sources resulting in false eye-blinks, and the risk of cataract forma-
tion in the case of prolonged use [1]. In another study, a traditional computer
vision-based system that detects users’ eye-blinks, measures their duration, and
interprets the blinks in real-time was proposed [2]. Although the system has
achieved an accuracy of 95.6% in ideal conditions, traditional image process-
ing techniques are prone to failure under limited lighting conditions, arbitrary
changes in image texture, changes in user s pose, among others, which limits
their real-time accuracy, and make these systems not robust in real applications.

A wearable device to detect eye-blinks for alleviating dry eyes was proposed
in [7]. This method captured 85.2% of all the blinks that occurred during testing.
But, the IR sensors tend to show false readings when the orientations are altered
and hence, are unreliable in realistic scenarios. Any facial movements such as
laughing, or yawning can induce errors.

To avoid these shortcomings, we here present a deep-learning vision system
that detects eye-blinks and maps them to words in real-time. Our system uses the
InceptionV3 [12] architecture and achieves an accuracy of 99.20% with a latency
of 94.1 ms on IoT devices. Our method is safe to use, has better performance
than previous methods, it is robust to changes in lighting conditions and facial
orientation, and its architecture is modular so its output can be mapped to other
tasks, such as controlling software applications or devices. The main contribution
of this paper resides in designing, implementing, and evaluating the first deep-
learning solution for eye-blink communication with performance, latency, and
safety specifications that can be used in a real-world environment.

Phase 1
Process 
inputs

Phase 2
CNN model

Phase 3
Digits to 

word

Eye Images

1 1 0 00

E SY

Vector of predictions

Words
Camera

30 frame/sec 10 image/sec 10 predictions/sec

Fig. 1. The 3 phases of the BWCNN system.

1.1 Previous Work

An efficient system for eye-blink detection is presented in [3]. This method uses
Haar-cascade classifiers for face detection and eye positions. The performance
of Haar-cascade classifiers is not invariant to the change in lighting conditions.
Hence there is a decay in performance.

A low-cost implementation of an eye-blink-based communication aid for ALS
patients is presented in [4]. Template matching is used to track the eye and detect
eye-blinks using hierarchical optical flow. The implementation has an accuracy
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of 94.75% during the typing test. However, the algorithm takes approximately
2 s to generate a single scan of the eye. This is excessive for a single character.

This paper [6] presents a real-time detection and classification between eye-
blink (with both eyes), left wink, or right wink with 96, 92, and 88% accuracy.
The latency for the detection of a single blink was 250 ms.

A wearable device to detect eye-blinks for alleviating dry eyes was proposed
in [7]. This method captured 85.2% of all the blinks that occurred during testing.
But, the IR sensors tend to show false readings when the orientations are altered
and hence, are unreliable in realistic scenarios. Any facial movements such as
laughing, or yawning can induce errors.

2 Design and Implementation

Our system detects the state of eyes, ‘Open’ and ‘Closed’, even under poor light-
ing conditions. We have a pre-defined set of patient inputs corresponding to the
blink pattern, which we map to actions in real-time. These inputs could cor-
respond to movements (up, down, left, right), clicks, etc., which would enable
patients to use different applications (browser, email, etc.) or devices (mouse,
keyboard, etc.). As a proof-of-concept, we mapped these inputs to specific words.
Since we use predefined words instead of Morse code or other encoding patterns,
it is simple for patients to spell out a sentence. We want to create a system that
works almost flawlessly in real-time and is safe to use. This is represented by
equation (1). P refers to the performance of the system, which in our case is
the accuracy. S refers to the System parameters. W refers to the weights of the
neural network. A refers to the architecture. H is the set of all architectures that
can be used for this purpose. T refers to time constraint which is the prediction
time (response time, or latency) for the model on the validation set. It is impor-
tant to reduce the response time of the system since it will be running over a
real-time IoT device such as Raspberry Pi.

max
A∈H

P(S,W,A)

s.t prediction time ≤ T
(1)

The goal of this approach is to detect if the patients blink their eyes and
to map the sequence of blinks to a particular entry in a dictionary of words. In
order to achieve this, one has to detect the state of eyes (‘Open’ or ‘Closed’). If
an ‘Open’ state is followed by a ‘Closed state, the system detects an eye-blink,
as shown in Fig. 2. The system is divided into three phases as shown in Fig. 1.

2.1 Phase 1: Capturing and Saving a Stream of Frames

In this section, we present the method of obtaining the data and preprocessing it
to be given as input to the ConvNet. The system uses a camera device attached
to IoT for capturing the frames. Regular webcams are capable of capturing about
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30 frames per second (fps). The fps will directly affect the user experience. A
higher fps will increase the latency.

Since the system runs in real-time, it is more effective to reduce the latency.
At the same time, using lower fps can lead to missing a blink. Our experiment
shows that 10 frames per second are a reasonable frame rate for real-time appli-
cation. As there is a frame being captured every 100 ms, our model must predict
each frame in less than 100 ms to avoid delay. We further impose a constraint
on the user that the ‘Closed’ state should be maintained for at least 200 ms.
The system saves each frame as a gray-scale image of dimensions 80 × 70 pixels.
Each image is 2 KB in size.

2.2 Phase 2: Predict the Content of the Image

In this section, we present the experiments to choose the best fitting neural
network architecture to predict the state of the eye. We compare four state-
of-the-art architectures (SqueezeNet [5,10], ResNet [8], InceptionV3 [11] and
DenseNet [9] architecture). Both the architecture and the hyperparameters play
a large role in model performance. We start by training the networks from scratch
for different batch sizes and find the batch size that gives the best results. We
further explore the chances of improving performance by using transfer learning.

Training Dataset: We used the eye dataset from Media Research Lab (MRL).
The dataset contains 84,898 images of eyes taken from 37 individuals consisting
of 33 men and 4 women. Each image in the dataset was collected from one of the
following sensors: Intel RealSense RS 300 sensor with a resolution of 640 × 480,
IDS Imaging sensor with a resolution of 1280 × 1024, and Aptina sensor with a
resolution of 752×480. The original dataset contains 6 classes: ‘gender’, ‘glasses’,
‘eye state’, ‘reflections’, ‘lighting conditions’, and ‘sensor resolution’. We split the
dataset into an 80% training set and a 20% test set.

Training Experiments: Two important considerations when training the
model were accuracy and latency. Latency for detection is the time taken to
make an accurate classification. To find the model which can provide the best
accuracy with the least latency, we implemented SqueezeNet, ResNet, Incep-
tionV3, and DenseNet.

Train ResNet Architecture from Scratch: We trained the ResNet archi-
tecture for 100 epochs using 6 batch sizes. The performance metric used is the
overall accuracy. Comparing the performance, we selected the three best batch
sizes from 1, 2, 4, 8, 16, and 32. Table 1 shows that batch sizes 8, 16, and 32
provide the best accuracy. Since our experiment stops at 100 epochs, training
the network for more epochs might improve the performance. To test this, we
ran ResNet, for all batch sizes for 500 epochs. The results show that there is no
further improvement in accuracy.
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Table 1. ResNet with and without transfer learning

Training a model
(from scratch)

Transfer learning
(from our model)

Transfer learning
(from official)

Batch S. Epoch Acc. (%) Ep. imp. Acc. (%) Ep. imp. Acc. (%) Ep. imp.

8 100 99.21 32 99.22 31 99.22 29

16 100 99.26 55 99.23 51 99.17 16

32 100 99.22 48 99.22 49 99.17 25

Table 2. DenseNet, SqueezeNet, InceptionV3

DenseNet SqueezeNet InceptionV3

Batch S. Eep. Acc. (%) Ep. imp. Acc. (%) Ep. imp. Acc. (%) Ep. imp.

8 100 99.24 55 49.40 1 99.14 35

16 100 99.18 70 49.40 1 99.20 22

32 100 99.21 52 49.40 1 99.17 38

Transfer Learning: We took the weights from the most accurate architecture,
ResNet with batch size 16, and transferred these weights to all other ResNet
architecture with the 3 best performing batch sizes. We also did transfer learning
by using weights from the official pre-trained ResNet on our ResNet models with
the 3 best performing batch sizes. As before, after 100 epochs, there was no
significant improvement in the accuracy of the network.

Train InceptionV3, SqueezeNet and DeneseNet Architectures from
Scratch: We assume that the 3 best-performing batch sizes from ResNet would
be the best performing in the other architectures as well. To investigate this
assumption we run the same experiment again but with DenseNet, Inception,
and SqueezeNet as shown in Table 2.

2.3 Phase 3: Mapping

Our system stored the output of the neural network as a vector of 0s and 1s,
where Zero represents the ‘Open’ state for the eye and a One represents the
‘Closed’ state as shown in Fig. 2. We normalize the vector by truncating repeated
instances of a state with a single instance. For example, vector 00000110000
becomes 010. The system provides a special word to start and end a session
of blinking, which is keeping the eyes closed for 4 s. The system recognizes the
end of a word when the patient’s eyes remain open for 1 s. Based on the output
vector, the number of blinks is calculated and is mapped with the words in the
dictionary (Table 3). The dictionary consists of basic words that we use as a
proof-of-concept and it can be modified.
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Table 3. Dictionary

# blinks 1 2 3 4 5 6 7

Pattern 1 101 10101 1010101 101010101 10101010101 1010101010101

Words Yes No Hi I am Good Thanks How are you?

Mouse Right Left Click R. Click L. Up Down Hold click

Keyboard Tab Enter Back Esc Scroll up Scroll down Space

11111...11111 001110000100110100

PhraseStart session

 1
(40 frames=4 sec)

[new line]

01010101
(4 blinks)

I am

0000000000

Divider

0
(15 frames=1.5 sec)

[space]

00101001111010110

Phrase

01010101010
(5 blinks)

good

11111...11111

End session

1
(40 frames=4 sec)

[dot]

Fig. 2. BWCNN system predicting a series of frames in the real-time

3 Results

This section provides the performance results of the different architectures.
Table 1 lists the results obtained from training ResNet for 100 epochs on batch
sizes 1, 2, 4, 8, 16, and 32. Training ResNet from scratch for 100 epochs on a
batch size of 16 yields the best accuracy, 99.26%. There is no improvement in
accuracy after 55 epochs (Fig. 3).

Table 4. Final results: 3.1 GHz Quad-Core Intel Core i7, 16 GB 2,133 MHz

Model

architecture

Batch

size

Ep.

imp.

Total

params

Trainable

params

Nontrainable

params

Model

size

Model

accuracy

Avg

latency

ResNet 16 55 23,591,810 23,538,690 53,120 283 MB 99.26% 117.28 ms

DenseNet 8 55 7,039,554 6,955,906 83,648 85 MB 99.24% 146.09 ms

SqueezeNet 16 1 723,522 723,522 0 8 MB 49.40% 13.64 ms

InceptionV3 16 16 21,806,882 1,772,450 34,432 262 MB 99.20% 94.1 ms

We trained a new ResNet model using transfer learning. We took the weights
from the best performing network that we had trained form scratch and used
them to train a ResNet network with batch sizes of 8, 16, and 32. We also
did transfer learning with weights obtained from the official pre-trained ResNet
architecture and used it to train ResNet architecture with batch sizes of 8, 16,
and 32. The results are shown in Table 1.

Table 2 presents the results for DenseNet, SqueezeNet, and InceptionV3
architectures for the batch sizes of 8, 16, and 32. Figure 4 shows the train-
ing and loss curve for InceptionV3. DenseNet has the best accuracy of 99.24%,
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Fig. 3. ResNet: training and validation (accuracy and loss) curves.

Fig. 4. InceptionV3: training and validation (accuracy and loss) curves.

which is achieved for a batch size of 8, as training for 55 epochs, after which it
starts over-fitting.

SqueezeNet seems to be the worst among all the architectures with an accu-
racy of 49.40%. There is no change in accuracy after the first epoch, which is in
Table 2. The final comparison of the best results across the different architec-
tures in Table 4. Apart from the accuracy of the networks, Table 4 also contains
the latency (in milliseconds). We can see that ResNet has the best accuracy of
99.26%, but has a high latency of 117.28 ms. InceptionV3 has an accuracy of
99.20% which is close to ResNet, but with a lower latency of 94.1 ms. We can see
that InceptionV3, DenseNet, and ResNet have similar accuracies but the Incep-
tionV3 model has the lowest latency. Thus, we chose InceptionV3 architecture.

4 Conclusion

In this paper, we designed an AI system for non-verbal communication that
converts eye-blinks to words using a deep learning CNN architecture. The sys-
tem predicts the state of the eyes of the patient and finds the blinking pat-
tern. We compared several CNN architectures and hyperparameter selections
in model training. For the evaluation, we tested our system using 16,979 facial
images and found that our proposed prediction model was efficient and effec-
tive. Results demonstrate that overall prediction accuracy is 99.20% and the
average prediction time is 94 ms. We trained different architectures with dif-
ferent hyperparameters to identify parameter combinations that lead to high
accuracy and low latency. For the sake of conducting a clear comparative anal-
ysis, we compare the results of each architecture with batch sizes of 8, 16, and
32. SqueezeNet received the lowest accuracy with the fewest parameters. The
DenseNet, ResNet, and InceptionV3 acquired accuracies in the range of 99.20%
and above. As InceptionV3 had the lowest latency, we chose this architecture. We
introduced transfer learning, which improved the convergence when compared to
random initialization, to otherwise similar accuracy and latency in the response.
Future work includes the training on a more generalized training dataset, the
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application of hybrid technologies that fuse computer vision techniques such
as the one presented together with other natural language processing methods,
including recurrent neural networks, to introduce memory in the actions and
system. The dataset, source code, demo, and results of this system are available
at https://albara.ramli.net/research/bwcnn/.

References

1. Mukherjee, K., Chatterjee, D.: Augmentative and Alternative Communication
device based on eye-blink detection and conversion to Morse-code to aid paralyzed
individuals. In: 2015 International Conference on Communication, Information and
Computing Technology (ICCICT), Mumbai, India, pp. 1–5 (2015)

2. Grauman, K., Betke, M., Gips, J., Bradski, G.R.: Communication via eye-blinks -
detection and duration analysis in real-time. In: Proceedings of the 2001 IEEE
Computer Society Conference on Computer Vision and Pattern Recognition,
CVPR 2001, vol. 1, pp. I-I (2001)

3. Mohammed, A., Anwer, S.A.: Efficient Eye Blink Detection Method for disabled-
helping domain. Int. J. Adv. Comput. Sci. Appl. 5, 4–5 (2014)

4. Su, M.-C., Yeh, C., Lin, S., Wang, P., Hou, S.: An implementation of an eye-
blink-based communication aid for people with severe disabilities. Presented at
the ICALIP 2008–2008 International Conference on Audio, Language and Image
Processing, Proceedings, pp. 351–356 (2008)

5. Iandola, F., Han, S., Moskewicz, M., Ashraf, K., Dally, W., Keutzer, K.:
SqueezeNet: AlexNet-level accuracy with 50x fewer parameters and 0.5 MB model
size, 1 (2016). arXiv preprint arXiv:1602.07360

6. Singh, Hari, Singh, Jaswinder: Real-time eye blink and wink detection for object
selection in HCI systems. J. Multimodal User Interfaces 12(1), 55–65 (2018).
https://doi.org/10.1007/s12193-018-0261-7

7. Dementyev, A., Holz, C.: DualBlink: a wearable device to continuously detect,
track, and actuate blinking for alleviating dry eyes and computer vision syndrome.
In: Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Tech-
nologies, vol. 1, no. 1, pp. 1–19, March 2017

8. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: CVPR (2016). 2, 5, 6, 7

9. Huang, G., Liu, Z., Weinberger, K.Q., Maaten, L.: Densely connected convolutional
networks. In: CVPR (2017). 2, 4, 6

10. Hu, J., Shen, L., Sun, G.: Squeeze-and-excitation networks. arXiv preprint
arXiv:1709.01507 (2017). 1, 2, 5, 7

11. Szegedy, C., et al..: Going deeper with convolutions. In: CVPR (2015). 1, 2, 4
12. Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., Wojn, Z.: Rethinking the inception

architecture for computer vision. In: CVPR (2016). 2, 4, 6

https://albara.ramli.net/research/bwcnn/
http://arxiv.org/abs/1602.07360
https://doi.org/10.1007/s12193-018-0261-7
http://arxiv.org/abs/1709.01507


Risk Assessment of Vehicle Sensor Data
as a Vending Object or Service

Frank Bodendorf(B) and Jörg Franke

Institute for Factory Automation and Production Systems, Friedrich-Alexander-University of
Erlangen-Nuremberg, Egerlandstraße 7-9, 91058 Erlangen, Germany

{frank.bodendorf,joerg.franke}@faps.fau.de

Abstract. Connected cars generate a huge amount of vehicle data during opera-
tion. In the future, the amount of sensor-generated data will continue to increase.
The connectivity of the cars, more powerful processors, and improved telematics
and navigation systems will allow the amount of data to grow further. Vehicle
data provides a basis for a large number of business models. In addition to selling
vehicles, automobile manufacturers can generate additional revenue by selling
vehicle-generated data as goods or services. First, a typology of vehicle data is
described in order to derive value potentials of data products. Motivated by the
value perspective, risks in data transfer to third parties are often neglected. In order
to assess these risks, a new risk management model for intangible products like
data is presented. The main phases of the risk assessment procedure are walked
through, outlining possible criteria andmetrics in each phase. Finally, the model is
demonstrated by evaluating risks of data transfer to third parties in the automotive
industry, using the example of vehicle-generated road segment data.

Keywords: Connected car · Internet of Things · Cyber physical systems · Sensor
data · Data security · Business model · Risk management · Automotive industry

1 Introduction

Each new Internet wave has produced new business model patterns so far. Between the
years 1995 and 2000, business models such as e-commerce and open source emerged
in the wake of Web 1.0, i.e. the Internet as a business medium. With Web 2.0, which is
primarily characterized by the term “social media”, e.g., crowdfunding and crowdsourc-
ing emerged. It is assumed that in the course of Web 3.0, which is often associated with
the Internet of Things, the business model patterns “Digitally Charged Products” and
“Sensors as a Service” in particular will prevail [9]. The term “Digitally Charged Prod-
ucts” characterizes physical products enhanced by new service promises that include
data-based service bundles [9]. “Sensors as a Service” refers to the collection, process-
ing, and resale of sensor data to third parties [23]. These digital business models of the
Internet of Things (IoT) become relevant not only for digital industries, but increasingly
also for physical industries like automotive manufacturing [9].
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2 Research Motivation and Research Objectives

In the future, the amount of vehicle-generated data will continue to grow.More andmore
sensors are being installed, the connectivity of cars is increasing and more powerful
processors and improved telematics and navigation systems are being used [29, 31]. The
data generated by a vehicle is transmitted to the backend in several ways. On the one
hand, original equipmentmanufacturers (OEMs) receive data via the onboard diagnostics
interface when reading it out in a workshop or at a dealer. On the other hand, a lot of
data is also transmitted in real time via the mobile phone network. This data is then
prepared, aggregated, refined, analyzed, and combined with additionally available data
(e.g., real-time traffic information). Based on this data, the car interacts with the physical
and digital world by means of actuators [13, 25].

This vehicle-generated data is a very valuable asset and enables a variety of services
that improve the driving experience. But in particular, they are also of great benefit to
third parties (besides the driver and the vehicle manufacturer/OEM) [3]. In this context,
keywords such as “Data as a Service” or “Sensors as a Service” have been coined.

Just like other business models of the Internet of Things data plays a crucial role in
new service models for networked vehicles [17, 21, 28, 39]. The “Data Orchestrator” is
seen as the most significant business model pattern in relation to connected cars [25].
The business model pattern “Leverage Customer Data” is also closely linked to the IoT
business model pattern “Sensors as a Service” and deals with the collection, processing,
and sale of customer and vehicle data. Within the framework of “Data Orchestrator”,
OEMs act as leaders of a platform that enables various service providers, e.g., from the
software or electronics industry, to interact openly and take advantage of network effects
that occur primarily in connection with data processing [25].

Data and data-driven services are of great importance for the Internet of Things in
general and for networked cars and the automotive industry in particular [34]. However,
these data-based services are associated with risks such as financial risks, macroeco-
nomic risks, socio-cultural risks or political risks [6]. More specifically, these include
risks such as the loss of data, the manipulation of data records or the failure of cloud ser-
vices. Only a small number of publications on risk management of data-driven business
models and services can be found in the scientific literature [7, 22, 27, 39]. In practice,
however, the risk issue is highly relevant [14, 37].

On the one hand, data owners see many opportunities to generate additional revenue
by selling the data as a marketable product (in raw or processed form) and by offering
paid data-based services. On the other hand, the data owners or holders recognize that
the selling of data as a product or service can be associated with high risks, e.g., of
misuse or unauthorized proliferation. This paper presents an approach to assess risks of
selling and transferring vehicle-generated data to third parties like service providers that
use the data for their own business models. The following questions are addressed:

1. Which aspects could a risk assessment model for vehicle-generated data take into
account?

2. How does the application of this model look like in a practical example?
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Section 3 characterizes vehicle data generated by sensors. This is done from a tech-
nical as well as from a value oriented perspective. Section 4 presents a model created for
risk assessment of data-driven services in the automotive industry. The focus is on risks
of data transfer to third parties as buyers. The basic application of the model is illus-
trated by a use case referring to sensor generated road segment data. Finally, a critical
evaluation of the approach is given in Sect. 5.

3 Sensor Systems and Valuable Data

The automotive industry, among others, is particularly affected by the digital transfor-
mation [30]. Cyber-physical systems play an increasingly important role in this industry
[2, 20]. More and more automobiles are equipped with a huge number of sensors and
connected to other vehicles and objects. They generate, process, combine, use, and share
data with other devices and vehicles [26]. They are thus an important part of the Internet
of Things [34]. In this way, the vehicle itself can be regarded as a cyber-physical system
that consists of various networked subsystems [25]. A large part of the data is generated
by the sensors and cameras of the driver assistance systems, which continuously scan
the vehicle’s environment [8, 10, 11, 33, 38]. Figure 1 shows different sensor fields of
an assistance system (AS).

Fig. 1. Car sensor fields for environment monitoring [1].

In addition to the components of theAS, there aremanymore sensors in various areas
of a vehicle that generate data through the operation of the car. This data is aggregated
for further processing, e.g., to create value by data-driven business models.

For example, the business model of Usage-based Insurance is operated by many car
insurance companies and is known as “Telematics Tariff”. The amount of the premium
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to be paid is calculated on the basis of the kilometers travelled and the driving style of
the policyholder [15]. The driving style is analyzed and evaluated by defined parameters
and a scoring method [36]. Driver scoring is also used to sensitize the drivers of a
fleet to prudent and cost-saving driving behavior [32]. Connected cars generate a lot
of data about the driver [35]. This includes, for example, the use of the audio system
or the login information of service access. The business model of Targeted Advertising
aims at advertising revenues based on user preferences derived from this data. In the
businessmodel of Destination Prediction, the connected car uses data to suggest possible
destinations to the driver [31].

Remote Diagnosis or Maintenance Management is a business model based on tech-
nical vehicle data. For example, the status of the engine is permanently sent to the car
manufacturer or the corresponding service centers. As a result, the status of the vehicle
is continuously evaluated and monitored. The business model of Vehicle Tracking uses
the vehicle position data for monitoring and theft protection. E.g., by geofencing a signal
is emitted when a vehicle leaves a defined area [3].

Environmental data can be used for the business model of traffic optimization. The
combination of position data with speed data of a vehicle enables real-time traffic infor-
mation. The sensors of the driver assistance systems continuously map the environment
and generate information on road conditions, among other things. This information is
used within the business model of Road Segment Data (RSD) that supplements online
road maps for other road users. This idea of selling data of road conditions, generated
by vehicle sensors, is the sample scenario in Sect. 4 to illustrate the corresponding risk
assessment of data transfer.

In order to identify costs and benefits of such business models, the monetary value
of data is of particular relevance for car manufacturers [19]. The two main objectives
of this perspective are, on the one hand, to identify potentials of increasing efficiency
and, on the other hand, to uncover possibilities of reducing the costs and risks [18]. The
benefit-oriented evaluation of car data in particular can provide initial indications of the
risks associated with data-driven business models. When calculating the monetary value
of data, this includes expected values of potential losses, e.g., due to poor data quality
or inefficient data use.

4 Risk Assessment

4.1 Risk Assessment Model

Figure 2 outlines amodel for assessing risks of car data transfer and car data sharing. The
model application is demonstrated using the example of the sale of road segment data. In
this businessmodel, vehicle-generated data is used to identify road damage and obstacles
and to make it available to third parties (navigation map providers, suppliers, marketing
agencies, insurance companies, etc.). In this use case data is generated by camera sensors
(see Fig. 1) permanently recording during the journey of the vehicle. The aggregated
data package includes edge markings, center markings, strip width, crash barriers, guide
posts, signs, wild warning reflectors, and barriers, just to mention a few elements. The
assessment process comprises three stages starting with “Identification” followed by
“Analysis” and ending with “Evaluation” of the objects at risk (see Fig. 2). These three
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phases are illustrated by assessing the data transfer risks as one of various dimensions
of the data-based business model.

Fig. 2. Process of risk assessment for car data transfer.

4.2 Risk Assessment of Data Transfer

Identification of Data Transfer Risks. The vehicle-generated road segment data is the
central data object at risk. Specifically, this is a combination of vehicle-generated and
navigational position data. The RSD is evaluated in terms of its impact on principal risk
types (see Table 1).
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Table 1. Risk identification of RSD.

Risk type Financial loss Operating
costs

Loss of
reputation

Law &
regulations

Health &
safety

Confidentiality Significant
impact, as data
is publicly
available

Noticeable
increase in
customer
complaints

No impact on
image

Contractual
penalties with
minor
financial
losses

No
injuries to
persons

Integrity Average losses
due to unusable
data records

Costs of
inspection and
elimination of
errors

Considerable
loss of image
towards the
customer

Contractual
penalties with
minor
financial
losses

No
injuries to
persons

Availability Considerable
losses due to
missing data
sets

Expenses for
short term
problem
solution

Considerable
loss of image
towards the
customer

Contractual
penalties with
minor
financial
losses

No
injuries to
persons

Analysis of Data Transfer Risks. Once threats have been identified, they are analyzed
in terms of their probability of occurrence and extent of damage. To determine the
probabilities, a Monte-Carlo simulation based frequency analysis is done (see Table 2).
The method uses the OEM specified metric of Table 2 for each risk type in Table 1.
It delivers a probability distribution showing the likelihood of each occurring risk (see
Table 3).

Table 2. Metric of risk levels.

Probabilities of occurrence Frequencies Risk level

Most likely (99.99%) Once a year or more often a

Probably (30%) Once in 1–5 years b

Occasionally (10%) Once in 5–25 years c

Unlikely (5%) Once in 25–100 years d

Highly unlikely (1%) Once in 100 years e
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Table 3. Probabilities of threats to RSD transfer.

Threat Probabilities

Loss of information through partners 10%

Software error 30%

Manipulation of data records 5%

Other use of the data 10%

Unauthorized access to information by third parties 1%

Denial of service attack [40] 10%

The identified risks (see Table 1) and threats (see Table 3) lead to a combined
risk assessment [24]. For a RSD business case costs of technical data losses, costs
of reputation loss as well as economical sales losses are estimated (see Table 4).

Table 4. Analysis of monetary risks to RSD transfer.

Risk Extent of damage

Loss of data records before anonymization 45.000.000 e

Loss of data records after anonymization 22.500.000 e

Incorrect data aggregation 850.000 e

Missed profits 27.500.000 e

Changing data records 4.000.000 e

Loss of sales volume 1.000.000 e

Paralyzing the cloud 1.000.000 e

Evaluation of Data Transfer Risks. In the final step of the risk assessment, the fre-
quency and amount of potential damage resulting from risks are brought face to
face.
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This risk landscape in Fig. 3 is used for risk prioritization [4]: Disaster risk (A),
survival risk (B), large risk (C), medium risk (D), small risk (E), very small risk (F).
It reflects priority levels, with risks threatening the existence of the company being
represented by level “A” and negligible risks by level “F”.

Fig. 3. Risk landscape of the RSD.

5 Conclusions

Connected cars generate a large amount of data that can be used for optimization or
innovation of business models [3]. In this paper risks associated with these business
models are addressed and focused on sensor generated data to be sold and transferred to
third parties. The research follows three research questions:

1. Which aspects could a risk assessment model for vehicle-generated data take into
account?

Risks can be characterized qualitatively as well as quantitatively [16]. In traditional
approaches qualitative risk assessment is done primarily to identify risk categories and to
describe them roughly [5, 12]. Methods of qualitative risk assessment can be transferred
easily to intangible goods like car data. In the newly created model this takes place
during the identification phase of the assessment process. However for quantitative risk
analysis you have to take into account much more detailed technical aspects of data
gathering, processing, and delivering. This is reflected in the analysis phase of themodel.
Here, different risk dimensions are quantitatively assessed. Among others statistical and
scoringmethods are applied to calculate probabilities, to classify damages and to estimate
monetary losses. In the final evaluation phase the different risk dimensions are cross-
validated. This results in a risk ranking. Based on the ranking the risks are prioritized
for taking strategic counter-measures. The introduced aspects are not exhaustive but are
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significant risk elements of data-driven business models and selling data as a product is
one of them.

2. How does the application of this model look like in a practical example?

The selected use case of assessing the risk of RSD sale gives partial insights into
illustrative approaches to identify the crucial risk types ofRSD, to analyze the probability
and extent of damage related to improper technical data handling. Aggregating the risks
in a multidimensional view the result shows that the loss of data records and suboptimal
yield of data sale lead to very big damages which occur occasionally. Incorrect aggrega-
tion of RSD occurs most likely, but produces small to medium damage. The monetary
damage resulting from the loss of data is the highest and outpaces the monetary losses
of all other risks by the factor of two.

To sum up, it is shown that on the one hand vehicle data have a considerable potential
for increasing the yield, but on the other hand they are fraught with risks. There are
no approaches substantially described in the scientific literature that comprehensively
propose risk management methods for data-driven business models in the automotive
industry. The core of a newly customized model is based on the fact that business
models are to be evaluated from four perspectives: data protection and security, economic
efficiency, customer satisfaction, and personal security. In this paper, the primary view
is on data protection and data security as well as profitability. In further work, therefore,
the areas of customer satisfaction and the security of persons have to be investigated and
examined in the context of the risk assessment of data-based business models.
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Abstract. With the rapid development of 5G technology and micro-service
software developing technology, a growing number of intelligent devices are
connected to the Internet, and it has become a trend to provide services to
customers in a collaborative way. As the information exchange center of col-
laborative services, the role of message-oriented middleware becomes more and
more important. Firstly, this paper describes the definition, main characteristics,
core technology, main products and existing problems of middleware. Then, it
takes one of the problems as an example, designs a gateway architecture based
on a message middleware, and introduces its application in the Internet of things
in detail.

Keywords: Middleware (MOM) � Message queue � Publish/Subscribe � IoT

1 Overview of MOM

1.1 Definition

The traditional communication mode is remote procedure call mode (RPC). In this
mode (see Fig. 1), applications are highly dependent and synchronous [1]. What are the
disadvantages of such a model? For example, in transaction, the order system will send
messages to the logistics system and the notification system. If notification system is
broken, messages to be sent to it will pile up all the time in the order system and the
whole system will crash. Message-oriented middleware (MOM) can solve this prob-
lem, which is a kind of technology that uses message delivery mechanism or message
queue mode for data exchange and multi system integration [2, 3].

1.2 Main Feature and Applying Patterns

The main features of MOM include the following seven aspects, asynchronous
transmission, defense communication, concurrent execution, log communication,
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multiple communication modes, application isolation from network complexity, and
flow elasticity control [4]. These typical characteristics can be seen from its two
applying modes (see Fig. 2). Mode 1 can reflect the first six characteristics of mid-
dleware technology, and mode 2 can help us understand the seventh, flow elastic
control. In the first two times of message flow, the time delay is relatively large, 30 ms
and 300 ms. Later, middleware technology is used, and the time delay is reduced to
1 ms, which is because it is used to control network traffic.

1.3 Developments in MOM

The concept of middleware technology has a long history, but it has been widely used
in the last decade. The first middleware technology is CICS developed by IBM [5], and
the first distributed middleware is tuxedo [6], developed by Bell Labs in 1984. Sub-
sequently, Some MOM products, Microsoft’ MSMQ, Apache’ ActiveMQ, appear in
2003 [7]. In 2007, RabbitMQ 1.0 [8], developed by rabbit technologies based on
AMQP standard, was released. In 2010, LinkedIn developed its own messaging system

Fig. 1. RPC vs MOM.

Fig. 2. Applying models of MOM.
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Kafka [9]. The domestic middleware started later. The first product was TongLNK/Q
developed by Dongfang Tong Technology Co., Ltd. in 1995. Then, some other
excellent products came out successively, such as BusinessMQ in 2016, RocketMQ in
2017 [10], etc.

With the development of Internet of things, cloud computing, block-chain and other
technologies [11, 12], the global MOM market has grown rapidly in recent years.
According to Gartner, in 2018, the global middleware market exceeded 32 billion yuan,
with a growth rate of more than 12.5%. China’s market also continues to grow, with the
needs of building new infrastructure. In 2018, the domestic MOM market reached 6.5
billion, and in 2019, it reached 7.24 billion, with a growth of more than 10%. In the
next few years, MOM will continue to maintain a steady growth momentum.

2 Core Technology

2.1 Communication Mode in MOM

Message middleware can store and forward messages. How does it work internally? It
has three working modes: point-to-point mode, publish/subscribe mode and message
queue mode [13].

Differences between the first two are obvious (see Table 1). (1) Point to Point is to
maintain a logical link for two applications. After a message is consumed, it is no
longer stored in the queue. (2) Publish/Subscribe is that messages are published to a
specified topic, and multiple consumers can subscribe to the same messages in that
topic [14]. This mode has advantages of dynamic routing, asynchronous transmission
and fault tolerance, and thus become an informal standard of MOM. (3) Message queue
mode is the combination of the first two. Publish/Subscribe is adopted between queues,
but the queues and consumers are point-to-point corresponding. That is, messages are
broadcast to multiple queues in the topic, and a subscription group consumes messages
in a queue point-to-point. Message queue mode can support multiple requirements
more flexibly.

2.2 MOM Based on Message Queue

Architecture of MOM. The MOM based on message queue mode consists of four
parts (see Fig. 3), interface processing module, queue manager, message channel agent
and security management [15]. Among them, the interface processing module is used

Table 1. Comparison of communication modes.

Mode Correspondence Pattern of consumption

Point to Point One to One Consumers take the initiative to pull messages, and
only one consumer can get a message

Publish/Subscribe One to Many One message is pushed to all consumers
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to process service requests from various applications, to separate or combine data
streams according to the types of requests. Queue manager is the core of MOM, which
is responsible for creating and deleting queues, controlling its mode and priority. The
message channel agent uses the network to provide the communication mechanism,
which is responsible for delivering messages to the responsible queue, monitoring the
channel failure and dealing with the failure in time. Security management mainly
completes the encryption/decryption of data and provides users with secure messages.

Trigger Mechanism of Message. When the application accessing middleware is in
continuous running state, any arriving message can be read immediately, but this is
only applicable when the message flow is stable. In most cases, the application is not
active before the message arrives. In this case, the trigger mechanism of message queue
needs to be set to activate the dormant application. Queue manager and Channel agent
are combined to perform message triggering (see Fig. 3). (1) A message arrives at the
message queue. (2) The queue manager references the environment information to
determine whether the arrival of this message constitutes a trigger event. (3) The queue
manager creates a trigger message and sends it to the start queue. (4) The trigger
monitor reads the trigger message from the start queue and issues an activation com-
mand. (5) After the application is activated, the message is taken from the trigger queue
and the corresponding operation is performed.

In order to achieve a higher level of response speed, MOM often needs to combine
Redis or other caching technologies to meet specific business needs, such as the
commodity Seckill system. The following is the applicable scenario analysis of various
MOMs.

Fig. 3. MOM architecture and trigger mechanism.
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3 Popular MOM and Performance Comparison

At present, popular MOM products are mainly Kafka, RabbitMQ, RocketMQ, Acti-
veMQ. Their throughput, delay of forwarding messages and suitable application sce-
narios are shown in the table. Users can select appropriate middleware according to
their own scenario requirements (see Table 2).

Table 2. Product features comparison.

Product Throughput Time
delay

Suitable application scenarios

Kafka 100 thousand ms Big capacity data acquisition
RabbitMQ 10 thousand us Business interaction with high requirements for

data consistency, stability and reliability
RocketMQ 100 thousand ms Financial field with large amount of transaction

data in short term
ActiveMQ 10 thousand ms Support multiple protocol access and high real-time

IOT device interaction scenarios

These MOMs basically implement models of “point-to-point” and “publish/
subscribe” mentioned above, and their important differences are mainly reflected in the
way consumers consume messages. Kafka is a pull model, and RabbitMQ is a push
model, while RocketMQ and ActiveMQ both implement the combination of push and
pull. These two consumption models have their own advantages. The push model
highlights the real-time nature of messages, while the pull model is convenient for the
control of consumption rhythm.

4 Existing Issues

Message middleware has become a key part of modern data-driven architecture, but
under the requirements of new environment and complex scenarios, there are still some
problems to be solved in the field of message communication.

(1) There is not a set of industry standards that have nothing to do with suppliers and
development languages. The internal implementation of various message middle-
ware is not uniform and compatible with each other. In order to ensure the normal
communication between message engines, users have to invest a lot of energy to
deal with compatibility issues, which will cause higher access costs and mainte-
nance costs. Therefore, the establishment of factual standards in the field of
information communication has become the common appeal of developers and
relevant partners.

(2) A large number of messages are piled up in the queue, resulting in serious delay of
the client. In the industrial Internet, the real-time requirement of device-level
messages is very high [14–16]. When one device fails and can’t accept messages,
the queue will pile up a large number of messages, and other devices can’t get
response in time.
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5 Application of MOM in IoT

As mentioned in Sect. 4, an existing issue is that if MOM is piled up with large number
of messages, serious time delay may occurs in IoT device. This section designed a IoT
message system to this problem.

5.1 Architecture of IoT Message System

The Internet of things (IoT) message system is composed of IoT device nodes and
message gateways. Distributed deployment is adopted in the local area network, and
data communication is carried out between nodes through messages. The system
architecture is shown in Fig. 4. After the IoT node collects the environment data, it
encapsulates the data into message format and sends the message to the gateway
through the client program. The core of the gateway is the ActiveMQ server. With it,
the gateway can accept data from nodes. After cleaning, analyzing and filtering the data
format, it transmits the data to the cloud server through MQTT protocol. In theory, a
device node can publish messages to multiple topics of the middleware server, and
multiple nodes can also publish messages to the same topic. In order to avoid the
problem of mutual influence between devices caused by message accumulation in
gateways, this system adopts the design of device-level topics.

5.2 Main System Functions

Device Connection. The IoT device consists of mini PC Raspberry Pi and intelligent
temperature sensor DS18B20. Using the metal pins on the development board, the
sensor can be plugged into the mini PC. After the hardware is connected, run the Linux
operating system on the PC, and then install the software stomp.py. This software
provides functions based on simple text protocol, which can encapsulate the data
collected by the sensor into formatted messages. The hardware used for the gateway
can also be the Raspberry Pi, which also runs the Linux, on which the message server

Fig. 4. Architecture of IoT system.
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ActiveMQ is installed. Sensor nodes establish network connection with gateway
through WiFi, and gateway connects with remote cloud computing platform through
Internet service.

Function Design. This architecture uses ActiveMQ to design device-level message
queue to store and forward device related messages (see Fig. 5). Several topics are set
in the gateway server. One topic receives the temperature data of a sensor node. The
data acquisition program on the device is developed in Python to obtain the temper-
ature data of the environment. Then methods of the STOMP library are called to
perform format conversion, encapsulate the data into message format and send it to the
message queue of the gateway. As the client of ActiveMQ server, the remote cloud
computing service center obtains data from multiple gateways. After data aggregation,
the cloud center obtains some decisions by analyzing these data. According to the
decision, the center sends backs messages to manage the devices, and in turn adjusts
the operation status of those IoT devices.

6 Conclusion

This paper introduces technology of MOM and its application in the IoT. Users can
have a comprehensive understanding of it according to these introductions, and select
appropriate middleware products to build their own message system. The future
research direction mainly includes three aspects. (1) How to combine the new dis-
tributed communication standard with MOM? In distributed service architecture, there
are many application-level protocols. MOM should support the function of multi-
protocol communication, and need to improve this function module constantly.
(2) How to be compatible with multiple middleware solutions of different communi-
cation modes? The compatibility of multiple middleware can make them give full play
to their maximum performance in 5G big data, IoT and other new environments.
(3) How to combine middleware with block-chain? In the collaborative process of
multi system, a lot of data needs to be saved in several systems. This is in line with the
idea of decentralization in block-chain. So, applying block-chain to secure middleware
system is bound to become a trend.

Fig. 5. Functional flows.
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